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COMMUNITY HEALTHCARE MESH NETWORK ENGINEERING IN WHITE SPACE
FREQUENCIES
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!'University of Mpumalanga, Mbombela, South Africa
ZUniversity of the Western Cape, Cape Town, South Africa

ABSTRACT

The transition from analog to digital television has availed
new spectrum called white space, which can be used to
boost the capacity of wireless networks on an opportunistic
basis. ~ One sector in which there is a need to use
white space frequencies is the healthcare sector because of
existent protocols which are using it and the white space
frequency is not as crowded as Wi-Fi. However, design
simulations of wireless communication networks in white
space frequencies have revealed dense network topology
because of better signal propagation and penetration
properties of white space frequencies. Consequently,
communication networks designed in white space frequencies
will require topology reduction for better communication
and routing. Therefore, this paper proposes a link-based
topology reduction algorithm to reduce a dense mesh
network topology designed in white space frequencies into
a sparse mesh network topology. The paper also proposes
a network optimization function to introduce a hierarchical
backbone-based network topology from the sparse network
topology for better scalability. Performance evaluation on
the proposed designs show that the designs can guide network
engineers to select the most relevant performance metrics
during a network feasibility study in white space frequencies,
aimed at guiding the implementation process.

Keywords - Hierarchical backbone network, mesh network,
network topology reduction, sparse network, white space

1. INTRODUCTION

The multi-hop wireless mesh networks in Wi-Fi frequencies
induce prohibitive costs for network carriers to deploy
ubiquitous Wi-Fi, as revealed by many in-field trials [1].
White space frequencies provide a better and affordable
option for deployment of multi-hop wireless mesh networks,
which have a far greater transmission range and better
penetration properties than the Wi-Fi frequencies. It
is predicted that white space frequencies will address
geographic disparities that exist between cities and remote
and under-served areas in terms of broadband internet access.
Once that is addressed, the realization of telehealth, which has
the potential to improve healthcare in these areas [2, 3, 4], is
easy.

However, designing communication networks such as mesh
networks in white space frequencies that accesses the

spectrum on an opportunistic basis comes with its own
challenges that may have never been met before by network
planners and designers. The temporal and spatial variations
of the white space is one of the challenges that makes
the planning and designing of communication networks
in white space frequencies a difficult task. Due to the
temporal and spatial variations of the white space, it is
difficult to find a common control channel that nodes can
use to exchange necessary control information. Zhao et
al., [5] found that it is easier to find a common control
channel for neighboring nodes than finding a network-wide
availability of a common vacant channel. Cognitive radio
technology is expected to eliminate this challenge as it has
the ability to sense the spectrum widely and reconfigure itself
to transmit in some targeted spectrum [6]. Another challenge
that makes the planning and designing of communication
networks in white space frequencies difficult is the dense
network topology revealed by design simulations of wireless
communication networks in white space frequencies because
of better signal propagation and penetration properties of
white space frequencies. The dense network topology entails
many nodes being in communication range of each other,
which may result in too many network packet collisions in
the network. This is a complex operation for the MAC
protocol and too many paths to choose from for a routing
protocol [7, 8]. Therefore, network design in white space
frequencies will require network topology control to 1) to
improve the energy efficiency and battery lifetime of the
network and 2) to reduce packet collisions, protocol overhead,
and interference by means of a better control over the network
connections and redundancy without affecting important
network performance such as connectivity and throughput.

This paper proposes a link-based topology reduction
algorithm to reduce a dense mesh network topology
network designed in white space frequencies into a sparse
mesh network topology.  The paper also proposes a
network optimization function to introduce hierarchical
backbone-based network topology from the sparse network
topology for better scalability of the network. The designs
have been proposed to guide network engineers when
selecting the most relevant performance metrics to favour
during a network feasibility study aimed at guiding the actual
implementation process. To evaluate engineering efficiency
achieved by the proposed designs, a performance evaluation
was conducted on a simulated public safety mesh network
design connecting police stations in Cape Town, South Africa



and the results show the designs can guide network engineers
to select the most relevant performance metrics during a
network feasibility study aimed at guiding the implementation
process.

The rest of the paper is structured as follows: section 2
introduces topology reduction and discusses the approaches
used to achieve it; section 3 discusses the proposed
network optimization function that is used to introduce
hierarchical backbone network topology from sparse network
topology; section 4 discusses the proposed link-based
topology reduction algorithm for reducing dense mesh
network topology to sparse mesh network topology; section
5 discusses the backbone network topology algorithm used
to introduce hierarchical backbone network topology from
sparse network topology; section 6 is a performance
evaluation of the proposed designs; and section 7 concludes
the paper.

2. TOPOLOGY REDUCTION AND APPROACHES

While algorithms discussed in this section are designed for
application in physical networks, the designs proposed in
this paper are for predesigning a network topology offline
before it is replicated in reality. In general, topology control
can be achieved through three main mechanisms: power
control technique, power mode mechanism and hierarchical
formation technique.

In power control technique the communication range of the
wireless nodes is controlled by modifying the transmission
power parameter of the nodes in the network. This way the
network nodes are able to better manage their neighborhood
size, interference level, power consumption and connectivity
[9]. In power mode mechanism, the node activity is controlled
by switching between active and sleep operation modes to
dispense with redundant nodes and still achieve the desired
connectivity [10]. The main idea of the algorithms using
these first two mechanisms is to produce a connected topology
by connecting each node with the smallest necessary set of
neighbors and with the minimum transmission power possible
[11]. These first two techniques are the main options for
flat networks, where all nodes have essentially the same role
[7, 13], i.e., in an homogeneous infrastructure.

Controlling the transmission power of the nodes or their
activities only reduces the network topology to help save
energy but the approach does not prevent the transmission of
redundant information when several nodes are close to each
other and may not simplify the network topology enough
for scalability [11]. The hierarchical formation technique
addresses the scalability problem. In hierarchical formation
technique, a reduced subset of the nodes in the network
is selected and given more responsibilities on behalf of a
simplified and reduced functionality for the majority of the
nodes [11]. This approach greatly simplifies the network
topology and saves additional energy by assigning useful
functions, such as information aggregation and filtering and
routing and message forwarding to the reduced subset of
nodes [11]. A hierarchical topology can be constructed by
using either a backbone network or a cluster-based network.

The main goal of the backbone-based techniques is to find
a connected subset of nodes in a network that guarantee
connectivity by allowing every other node in the network
to reach at least one node on the backbone in a direct way
[11]. A communication backbone can be created by selecting
nodes that form a connected dominating set (CDS). From
graph theory, a CDS of a graph is a connected subset in which
all other nodes that do not belong to that subset have at least
one adjacent neighbor inside the subset. Advantages of this
CDS-based topology control are collisions control, protocol
overhead control and energy consumption reduction, efficient
network organization and scalability improvement [10].

3. NETWORK OPTIMIZATION FUNCTION

The network design consists of finding a network
configuration expressed by the graph G = (N, L), where N
is the set of nodes while £ is the set of links connecting the
nodes with the objective of optimizing an objective function
representing a penalty to be minimized or a profit/reward
to be gained. In this paper, the network engineering profit
function P(G) is considered. It combines reliability and
quality of service (QoS) features, which are based on three
metric measures; node degree, link margin and Euclidean
distance.

3.1 Network engineering design

The profit function P(G) is expressed as follows:

PG = ) PG) (1)
ieN
P(i) = axnd;+BxIm;+vy=*sp; (2)

where, @, 8 and 7y are coefficients of proportionality used to
express the preference for a given metric measure. A high
value of one of the coefficients reveals a preference for the
corresponding metric measure. The profit P(i) expresses the
resultant preference of node ie N to be part of the backbone.
The metric measures are explained below.

1. Node degree: Nodes with a higher node degree lead
to reduced network topology for the backbone network,
which is preferred to nodes with a lower node degree.
Therefore, preference is given to nodes with a higher
node degree than nodes with a lower node degree. The
node degree nd(i) of node i in a network graph with N
number of nodes is calculated as:

N

nd(i) = Z Xij (3)

J=1

where x;; = 1 if there is a link between node i and node
J and x;; = 0 otherwise.

2. Link margin: Links with higher link margins are
better for communication than links with lower link
margins. Furthermore, nodes whose corresponding
links have smaller differences in link margins are better
for communication than nodes whose corresponding



links have bigger differences in link margins. Therefore,
to know which nodes are well connected, the link
margin of each node is considered as the coefficient
of variation corresponding to the link margins of all the
links connected to that node. For a node i, the coefficient
Im(i) of variation is calculated as follows:

_ Avglm(l’ -x)

tm(@) = Stdim(is %)

Vx:(,x)e L (4)
where Avgp,, (i) and Stdp,,(i) is the mean and the
standard deviation of the link margins of the links
connected to the underlying node respectively. The
numerator makes a node better if it is high and the
denominator supports the idea that large differences in
link margins of the links connected to node i make the
node less efficient in communication.

3. Average shortest path: It is the average distance from
a node i to all other nodes using the Dijkstra’s shortest
path algorithm [12] given by equation 5 and denoted by
sp(i).

sp(i) = Avgsp(i,x)V x : (i,x) € L (5)

The link lengths are considered to be the Euclidean
distances separating the connected nodes. Nodes with
lower average shortest paths are the more likely ones to
be part of the backbone than nodes with higher average
shortest paths.

4. SPARSE NETWORK TOPOLOGY DESIGN

The sparse network topology design consists of finding a
network configuration that maximizes/minimizes a network
optimization function (a reward to be maximized or a penalty
to be minimized) subject to QoS constraints expressed in
terms of expected throughput by setting a link margin
threshold and reliability by setting a minimum requirement on
the path multiplicity to enable alternative path routing when
an active path fails. Mathematically formulated, it consists of
finding a network configuration C,; derived from the graph
G = (N, L) such that

topt(Copt) = max keg[]c ]P(k) (6)

subject to

(6).1) Tlm(x»y) >Tm YV X,y € Copt
(6).2) ksp(x,y) > 75p ¥V X,y € Cops
where N(X) is the set of nodes in the configuration X. Note

that constraints (6).1 and (6).2 express the QoS in terms of
link margin and reliability respectively.

4.1 The K-shortest path algorithm

Finding disjoint paths may be difficult when a network
contains a trap topology between a source and a destination
node as revealed by Figure 1. The trap topology presented

@0 O—O@—0
oo

Figure 1 — Trap network topology

in the figure has three different paths between node 9 and
0, which can be found by the K-shortest path algorithm [14]
by repeating k sequences of shortest path finding followed
by pruning the links of the found shortest path to find k
disjoint paths between any source destination pair of the
network. However, the myopic deployment of the K-shortest
path algorithm may fail to find more than one disjoint paths
between node 9 and 0 if path 9-8—6-3—1—01s found first. We
propose in this paper a topology-aware K-shortest path finding
algorithm using a link weight/metric over-subscription model
to mitigate the impact of the presence of a trap topology in
a mesh network. The link weight over-subscription will lead
topaths9—-7-6-3-1-0and9-8—-6—-4—-2—0 being
selected first before path 9 — 8 — 6 —3 — 1 — 0. A high-level
description of the proposed algorithm is as described by the
two-steps KSPcoarse algorithm described below

KSP.oarse Algorithm:

Step 1. Link weight over-subscription. Adjust the link

weights

For each link € € L, set w(€) = w(€) + dy(£) + da(f)
where

e w({) is the weight on link £
¢ ds(¢) is the node density of the source node
on link £

¢ dy(¢) is the node density of destination node
on link ¢.

Step 2. Disjoint paths computation. For each

source-destination pair (S, D)

* path finding: Find a shortest path p between S and
D

* network pruning: Prune the links of p from the
network topology 7 *

* stopping condition: If 7 is disconnected then
Exit else set K(S,D)=K(S,D) + p

KSPjyose Algorithm: Note that pruning the network to
discard selected links imposes a coarse constraint on the
network topology. The KSP.,qrse algorithm can be relaxed
by pruning from the network topology 7 * only the links that
do not meet a given criteria, such as links with lower margins
or links with poor white space quality, such as links where
there is no common white space channels between the source
and destination of the links.

4.2 Sparse network topology design algorithm

A link-based topology reduction (LTR) algorithm (Algorithm
1) is designed to reduce a dense mesh network topology



into a sparse mesh network topology. The objective of the

Algorithm 1: LTR algorithm

1 mark all links in dense mesh network as non-visited;

2 for each non-visited link of the network do

3 select worst non-visited link of the network; // i.e.,
link with lowest link margin.

4 artificially delete the link;

5 run the K-shortest path to detect if the network is still
k-connected; // it is k-connected if you
can find k-disjoint shortest paths for
each source-destination pair of the
reduced network.

6 if it is k-connected then

7 ‘ remove the link permanently;

8 else

9 ‘ leave the link and mark it as visited;
10 end

algorithm is to improve i) quality of the links by retaining
the links of high margin and pruning those of low margin
and ii) maintain the reliability of the network at a predefined
level. In order to design fault-tolerant networks, the algorithm
uses the K-Shortest Path (K-SP) algorithm in [14] to compute
K-shortest paths between source-destination pairs where K >
1. Links that provide K-disjoint shortest paths from each
node to the network sink are considered and included in the
sparse network.

5. HIERARCHICAL BACKBONE NETWORK
TOPOLOGY DESIGN

The backbone design consists of finding a network
configuration that maximizes the reward function subject to
similar QoS constraints as in the sparse network design but
with the objective of partitioning the network into two sets: a
dominating set, which form the backbone and a dominated set
forming the edge of the network. Mathematically formulated,
the design process consists of finding a network configuration
Cop: derived from the graph G = (N, L) such that N is
divided into a dominating set N and a dominated set N, and
the design objective is achieved and its constraints are met.

fl’ﬂl‘(cﬂpl) = g’}%}g(keNZ[:C ]P(k) (7)

subject to

((7)-1) 1m(x,y) > Tim ¥V x,y € Copy

(7).2) ksp(x,y) > 75p ¥V X,y € Copt

((7).3) Vne Copr :n € NVImeN:(n,m)e L
(7)4) NUN=OANNN=N

where N(X) is the set of nodes in the configuration X. Note
that constraints (7).1 and (7).2 express the QoS in terms of link
margin and reliability respectively, while constraints (7).3
and (7).4 represent the topology control model in terms
of backbone connectivity based on the K-dominated set
model [17, 18, 19].

5.1 Backbone network design algorithm

The algorithm for creating a hierarchical backbone network
topology is provided by Algorithm 2. It uses a graph coloring
approach, where the nodes of the network are initially
assigned a white color and thereafter, they are colored black or
gray, depending on whether they have qualified for backbone
or edge status. This algorithm returns a network configuration

Algorithm 2: Backbone formation

1. Initialisation.
Assign a white colour and zero height to all nodes of the
network,
Select a node n from W hite whose profit/reward is highest,
Backbone «— {n},
Grey « all neighbours of n,
White «— N \ ({n} U Grey).

2. Select a node k from Grey whose profit/reward is highest and

height is lower.

Include k into the Backbone,

Assign a black colour to k£ and update its height,
Remove k and its neighbours from White,
Include the neighbours of & in Grey.

3. Repeat Step 2 whenever White # 0.

where the backbone nodes are colored into black and the edge
nodes are colored into gray.

6. PERFORMANCE EVALUATION

We conducted different experiments to evaluate the
performance of our designs. The network engineering
process in Figure 2 is proposed and was followed to evaluate
our designs. Building upon the elevation maps of an area
where the network is to be designed, network planning
software tool such as Radio Mobile [15] or SPLAT [16] is
used to produce feasible links of the targeted mesh network.
Using the network report generated from the network
planning tool, the proposed topology reduction process is

Rendered netwark topology from
Radio Mobile/SPLAT

. 4

Run network topology reduction

Algorithm 1 on original network

. 4

Optimised network topology — Mesh

network with no sink

. 4

Run backbone formation Algorithm 2

on optimized network topology

. 4

Backbone network topology —Mesh

network with sink

Figure 2 — Network engineering process



applied to map the targeted dense mesh network into a sparse
network. The final step of the network engineering process
consists of deriving a hierarchical backbone-based topology
as a topology that may be more scalable than the flat sparse
network topology.

The public safety mesh network design connecting police
stations in the city of Cape Town in South Africa depicted
in Figure 3 was used. The network design was simulated in
TV white space frequency using the Radio Mobile network
planning tool [15]. 42 network nodes were considered in the
simulation.

A Python code implementation of the LTR Algorithm 1 was
run on the network reports generated by the Radio Mobile
network planning tool [15] to map the dense mesh network
into sparse network topology. First, the GPS coordinates
of the nodes were transformed into 2-dimensional Cartesian
coordinates, which were used to compute Euclidean distances
separating the nodes before running the LTR algorithm.
During the reduction process, links that provided two disjoint
shortest paths from each node to the network sink were
considered and included in the sparse network topology. The
reduced network topology is shown in Figure 4.

6.1 Sparse network topology reliability using the link
length

We evaluated the reliability of the computation by looking at
the number of disjoint shortest paths computed by considering
the sparse network topology with the link length as the routing
metric. The algorithm described in section 4.1 was used
to compute the disjoint paths for each node of the sparse
topology. In the rest of this paper, we refer to the number of
disjoint paths from a node to all the other nodes of the sparse
network as the disjoint path multiplicity (DPM) for that node.
We considered the following performance metrics:

1. The average number of disjoint shortest paths per
node. We let each node be a sink and evaluated the
standard deviation in the number of shortest to the sink
from each node of the network.
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Figure 3 — Public safety mesh network of police stations in
Cape Town, South Africa

3390

3385 |

3380

3375

Y axis

3370

3365 |

3360

3355 L I I I
4995 5000 5005 5010 5015 5020

X axis

Figure 4 — Sparse network topology

2. The variation of number of shortest paths per node.
We let each node to be a sink and evaluated the standard
deviation in the number of shortest to the sink from each
node of the network.

3. The maximum number of shortest paths. To
determine the liability of nodes (to be sinks), we
computed this metric, which shows the node to which
other nodes can reach using more alternatives paths.

Figure 5 shows that node 0 is the most reliable since it has
the highest average number of disjoint shortest paths and in
this case, node 29 is less reliable. Figure 6 shows when node
29 is chosen to be the sink, the number of shortest paths from
each node to it varies less. However, choosing node 0, the
number of shortest paths from each node varies most. Figure
7 confirms that node 1 is the most reliable but reveals that
when node 29 is the sink, the number of shortest paths from
each node is minimum.
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6.2 Hierarchical backbone topology design

A Python code implementation of Algorithm 2 was run on
the network reports for the sparse network topologies to
introduce hierarchical backbone network topologies. Using
the coefficient parameters in Equation (/) setasa = =y =
10, the hierarchical backbone network topology produced is
shown in Figure 8.

6.3 Impact of backbone design on network performance

Experiment 1: Using the link length. Table 1 shows the
main characterization of the formed backbone network and
the sparse network for the Cape Town Public Safety network.
The average node degree and the coefficient of the link margin
variation for the backbone are greater than that of the sparse
network. This is because a node with the highest degree or
coefficient of variation is likely to be chosen as a backbone
node according to Algorithm 2. On the other hand, the
table shows that the average shortest path for the backbone is
smaller. This is because the nodes closest to many nodes in
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Figure 8 — Hierarchical backbone network topology

the network are also likely to be chosen as backbone nodes
according to Algorithm 2.

The table reveal the advantage of using a backbone model by
showing links with better quality in terms of link margin
and a higher node degree, representing the potential of
finding alternative paths for the traffic when a link/node fails.
However, this is balanced by the path multiplicity, which is
1 because all the edge nodes are directly connected to the
cluster heads thus offering a single path for the edge nodes
while a flat network has the potential of building 2 paths for
the edge network.

6.4 Impact of the design parameters on the backbone
size

In this subsection, we study the effect of parameters on the
size of the backbone. In each case, two parameters were fixed
as the third parameter was being varied from 0 to 100. Figure
9 shows how the size of the backbone changed by varying the
node degree. The figure shows that the size of the backbone
varied but generally decreased down to the convergent point
(10 nodes) as the node degree increased.

Figure 10 shows how the link margin parameter affects the
size of the backbone. Like the trend shown by Figure
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Figure 9 — Impact of @ on backbone size



Table 1 — Backbone network topology vs sparse network topology

Network performance Reduced network | Backbone
Node degree 3.81 4.03
Coeflicient of variation (link margin-(dBm)) 2.83 3.86
Shortest distance (km) 12.88 12.31
Path multiplicity 2 1

9, the network backbone decreased towards a convergence.
However, the decrease is slower and hence the backbone size
converges to a higher number of nodes.

Considering the effect of shortest distance between nodes,
Figure 11 shows a different trend. The size of backbone
increased in general until it converges to a maximum.

The conclusions drawn from the three graphs depicting
impact of the design parameters on the backbone size are
as follows: the backbone size is affected by change of each of
the three parameters. These results also reveal that the node
degree has a much higher positive influence on the backbone
size, leading to smaller backbones, which can allow networks
to scale while keeping the size of the backbone constant and
smaller.
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7. CONCLUSION

In this paper, design challenges expected to be met when
designing mesh networks using opportunistic access to the
white space frequencies were explored and discussed. Dense
network topology was highlighted as one of the design
challenges that network planners and designers in white space
frequencies will face and the paper focused on addressing
this challenge. A link-based topology reduction algorithm
has been developed to reduce a dense mesh network topology
designed in white space frequencies into sparse mesh network
topology and a network optimization function based on
three metrics has been developed to introduce hierarchical
backbone-based network topology from the sparse network
topology. Performance evaluation on the designs were carried
out and the results show that the designs can guide network
engineers to select the most relevant performance metrics
during a network feasibility study in white space frequencies,
aimed at guiding the implementation process.

REFERENCES

[1] P. Cui, Y. Dong, H. Liu, D. Rajan, E. Olinick, and
J. Camp, “Whitemesh: Leveraging white spaces in
wireless mesh networks,” In 2016 14th International
Symposium on Modeling and Optimization in Mobile,
Ad Hoc, and Wireless Networks (WiOpt), pp. 1-7. IEEE,
2016.

[2] L. Uscher-Pines, K. Bouskill, J. Sousa, M. Shen, and
S.H. Fischer. Experiences of Medicaid Programs and
Health Centers in Implementing Telehealth. RAND,
2019.

[3] The App Association, “Tuning into Telehealth: How
TV White Spaces Can Help Mississippi Tackle the
Diabetes Epidemic,” 2017. http://actonline.org/2017/
07/20/tuning-into-telehealth-how-tv-white-spaces-
can-help-mississippi-tackle-the-diabetes-epidemic/.

[4] A. Chavez, R. Littman-Quinn, K. Ndlovu, and C.L.
Kovarik, “Using TV white space spectrum to practise
telemedicine: A promising technology to enhance
broadband internet connectivity within healthcare
facilities in rural regions of developing countries,”
Journal of telemedicine and telecare 22, no. 4 (2016):
260-263.

[5] J. Zhao, H. Zheng, and G. Yang, “Distributed
coordination in dynamic spectrum allocation networks,”
In First IEEE International Symposium on New



(6]

(7]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

Frontiers in Dynamic Spectrum Access Networks, 2005.
DySPAN 2005., pp. 259-268. IEEE, 2005.

P.H. Pathak, and R. Dutta. Designing for network and
service continuity in wireless mesh networks. Springer
Science & Business Media, 2012.

H. Karl, and A. Willig. Protocols and architectures for
wireless sensor networks. John Wiley & Sons, 2007.

F. Zhao, L.J. Guibas, and L. Guibas. Wireless sensor
networks: an information processing approach. Morgan
Kaufmann, 2004.

N. Li, J.C. Hou, and L. Sha. “Design and analysis
of an MST-based topology control algorithm,” IEEE
Transactions on Wireless Communications 4, no. 3
(2005): 1195-1206.

A. Viazquez-Rodas, and L.J. de la Cruz Llopis,
“Topology control for wireless mesh networks based
on centrality metrics,” In Proceedings of the 10th ACM
symposium on Performance evaluation of wireless ad
hoc, sensor, & ubiquitous networks, pp. 25-32. ACM,
2013.

PM.W. Rojas. Topology control in wireless sensor
networks. University of South Florida, 2010.

E.W. Dijkstra, “A note on two problems in connexion
with graphs.” Numerische mathematik 1, no. 1 (1959):
269-271.

K. Sohraby, D. Minoli, and T. Znati. Wireless sensor
networks: technology, protocols, and applications. John
Wiley & Sons, 2007.

A.B. Bagula, and A.E. Krzesinski, “Traffic engineering
label switched paths in IP networks using a
pre-planned flow optimization model,” In MASCOTS
2001, Proceedings Ninth International Symposium on
Modeling, Analysis and Simulation of Computer and
Telecommunication Systems, pp. 70-77. IEEE, 2001.

R. Coudé. Radio Mobile - RF propagation simulation
software, 1998. http://radiomobile.pe lmew.nl/.

J. Magliacane. SPLAT! Because the world isn’t flat!,
1997.
ITUurlhttps://www.gsl.net/kd2bd/splat.html.

J.. Yu, N. Wang, G. Wang, and D. Yu,
“Connected dominating sets in wireless ad hoc and
sensor networks?A comprehensive survey,” Computer
Communications 36, no. 2 (2013): 121-134.

F. Dai, and J. Wu, “On constructing k-connected
k-dominating set in wireless ad hoc and sensor
networks,” Journal of parallel and distributed computing
66, no. 7 (2006): 947-958.

S. Kutten, and D. Peleg, “Fast distributed construction
of smallk-dominating sets and applications,” Journal of
Algorithms 28, no. 1 (1998): 40-66.


https://www.researchgate.net/publication/337991867

