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#### Abstract

We prove a one-sided maximal inequality for a randomly stopped Bessel process of dimension $1 \leq \alpha<2$. For the special case when $\alpha=1$, we obtain a sharp Burkholder-Gundy inequality for Brownian motion as a consequence. An application of the present results is also given.
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## 1. INTRODUCTION

Burkholder-Gundy inequalities (Burkholder 1977) for Bessel processes are established in Dante DeBlassie (1987) and Graversen and Peskir (1998) without exact constants; see also Rosenkrantz and Sawyer (1977) and the related papers. The present paper concerns a class of maximal inequalities for Bessel processes of dimension $1 \leq \alpha<2$ which improves those proved in Makasu (2023). For the special case when $\alpha=1$, we obtain a one-sided sharp Burkholder-Gundy inequality for Brownian motion as a consequence. This result extends a proposition proved in Abundo (see Abundo 2017, Proposition 3.1) and also sharpens the Burkholder-Gundy inequality established by Schachermayer and Stebegg (2018) in the Brownian motion case. Our method of proof is entirely different from those in Abundo (2017) and Schachermayer and Stebegg (2018) and is essentially a modification of the proof in Makasu (2023). We stress that the proof is mainly based on a variant of an optimal stopping problem of the running maximum process for a Bessel process in Dubins, Shepp, and Shiryaev (1994).

For convenience, we shall use similar notation as in Makasu (2023). Let $X=\left(X_{t}\right)_{t \geq 0}$ be a Bessel process (see Revuz and Yor 1991; Shiga and Watanabe 1973; Yasue 2004, for instance) of dimension $1 \leq \alpha<2$, starting at $x \geq 0$, which is defined on a filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbf{P}\right)$. Suppose that $X=\left(X_{t}\right)_{t \geq 0}$ is given by

$$
\begin{equation*}
d X_{t}=\frac{\alpha-1}{2 X_{t}} d t+d B_{t} ; \quad X(0)=x \tag{1.1}
\end{equation*}
$$

where $B=\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion under $\mathbf{P}$. Existence results for strong and weak solutions of Eq. (1.1) are given in Cherny (2000).

Our main objective in this paper is to establish some lower estimates for $\mathbf{E}_{x}\left[\sup _{0 \leq t \leq \tau} X_{t}\right]$ either in terms of $\mathbf{E}_{x}\left[\tau^{1 / 2}\right]$ or $\mathbf{E}_{x}\left[\tau+x^{2}\right]^{1 / 2}$ for any stopping time $\tau$ of $X$ starting at $x \geq$ 0 . The motivation arises from various problems in sequential analysis. For example, in the case when estimating an expected reward $\mathbf{E}_{x}\left[\frac{S_{\tau}^{m}}{(1+\tau)^{q}}\right]$ for an optimal stopping problem, where $m>1$ and $q>0$ are fixed and $S_{\tau}=\sup _{0 \leq t \leq \tau} X_{t}$.

## 2. MAIN RESULTS

Our main result is the following theorem. This result improves Theorem 1.1 proved in Makasu (2023).
Theorem 2.1. Assume that $X=\left(X_{t}\right)_{t \geq 0}$ is a Bessel process given by (1.1) of dimension $1 \leq \alpha<2$ fixed, and starting at $x \geq 0$. Then,

$$
\begin{equation*}
\mathbf{E}_{x}\left[\sup _{0 \leq t \leq \tau} X_{t}\right] \geq \sqrt{\alpha\left(\frac{\pi}{2}\right)^{\alpha}} \mathbf{E}_{x}\left[\tau^{1 / 2}\right]+\frac{\alpha^{2} \pi^{2 \alpha}}{2^{2 \alpha}+\alpha^{2} \pi^{2 \alpha}}\left(1+\frac{\pi^{\alpha}}{2^{\alpha}}-\frac{\pi^{\alpha}}{2^{\alpha}}(\alpha+1)(\alpha-1)^{\frac{\alpha}{2-\alpha}}\right) x \tag{2.1}
\end{equation*}
$$

for any stopping time $\tau$ of $X$. Equality holds in (2.1) if and only if $X_{t}=\left|B_{t}\right|$ when $\alpha=1$ and for any $T>0$ there is a stopping time $\tau$ with $\mathbf{E}\left[\tau^{1 / 2}\right]=\sqrt{T}$.

Proof. The first part of the proof is entirely analogous to the proof of Theorem 1.1 in Makasu (2023). Hence, we shall sketch the details. Let $X$ be given by (1.1) and let

$$
\begin{equation*}
Y_{t}=\left(\sup _{0 \leq r \leq t} X_{r}\right) \vee y \tag{2.2}
\end{equation*}
$$

for all $0 \leq x \leq y$. Define

$$
\begin{equation*}
u(x, y):=\inf _{\tau} \mathbf{E}_{x, y}\left[Y_{\tau}-c \int_{0}^{\tau} \frac{1}{Y_{s}} d s\right], \tag{2.3}
\end{equation*}
$$

where the infimum is taken over all stopping times $\tau$ for $X$ such that the integral in (2.3) has finite expectation, $\mathbf{E}_{x, y}$ denotes the expectation with respect to the probability law $\mathbf{P}_{x, y}:=\mathbf{P}$ of the process $(X, Y)$ starting at $(x, y)$ with $0 \leq x \leq y$, and $c>0$ is some constant. For $1<\alpha<2$, we shall show below that the positive constant $c$ is such that

$$
\begin{equation*}
\frac{\alpha}{1+(\alpha-1)^{\frac{2}{2-\alpha}}}<c<\alpha\left(\frac{\pi}{2}\right)^{\alpha} \tag{2.4}
\end{equation*}
$$

which strengthens the upper estimate in the proof in Makasu (2023).
Now arguing similarly as in Dubins, Shepp, and Shiryaev (1994) and Makasu (2023), see also Peskir (1998), we have the optimal stopping time

$$
\begin{equation*}
\tau^{*}=\inf \left\{t>0 \mid X_{t} \leq \theta Y_{t}\right\} \tag{2.5}
\end{equation*}
$$

for the optimal stopping problem (2.3) and $0<\theta<1$ is the maximal root of the equation

$$
\begin{equation*}
f(\theta):=\frac{2}{2-\alpha}\left(1-\frac{1}{\alpha}\right) \theta^{\alpha}-\frac{1}{2-\alpha} \theta^{2}-\frac{1}{c}+\frac{1}{\alpha}=0 . \tag{2.6}
\end{equation*}
$$

Then, we can easily show that there exists a maximal root $\theta$ such that

$$
\begin{equation*}
\theta>(\alpha-1)^{\frac{1}{2-\alpha}} \tag{2.7}
\end{equation*}
$$

if and only if $c$ is a positive constant satisfying

$$
\begin{equation*}
c>\frac{\alpha}{1+(\alpha-1)^{\frac{2}{2-\alpha}}} \tag{2.8}
\end{equation*}
$$

for $1<\alpha<2$. This follows immediately by assuming in (2.6) that $f(0)<0$ and applying the mean value theorem. Its clear that $f(1)<0$. Assuming that $\alpha=1$, then its obvious that $\theta=\sqrt{1-\frac{1}{c}}$ is the maximal root of Eq. (2.6) for $c>1$. Hence, $f(0)<0$ does not hold in this case. Then, we impose the restriction $f(0)>0$ whenever $\alpha=1$.

Suppose now that there exists a positive continuous function $N(\alpha)$ such that

$$
\begin{equation*}
f(0)<0<\frac{1}{\alpha}-N(\alpha) \tag{2.9}
\end{equation*}
$$

holds for $1<\alpha<2$ and $N(1)=\frac{2}{\pi}$. Let

$$
\begin{equation*}
N(\alpha)=\frac{1}{\alpha}\left(\frac{2}{\pi}\right)^{\alpha} \tag{2.10}
\end{equation*}
$$

for $1 \leq \alpha<2$. It follows immediately that $N(\alpha)$ is a positive continuous function satisfying the conditions $N(1)=\frac{2}{\pi}$ and $\frac{1}{\alpha}-N(\alpha)>0$ for $1<\alpha<2$.

Combining $(9,10)$ and $(2.10)$, it follows that

$$
\begin{equation*}
\frac{\alpha}{1+(\alpha-1)^{\frac{2}{2-\alpha}}}<c<\frac{1}{N(\alpha)} \tag{2.11}
\end{equation*}
$$

for $1<\alpha<2$.
Then, using (2.10) in (2.11), we have shown (2.4). The rest of the proof to show (2.1) now follows by arguing similarly as in Makasu (2023), with minor modifications, using the inequality

$$
\begin{align*}
\mathbf{E}_{x, x}\left[\sup _{0 \leq t \leq \tau} X_{t}\right] \geq & \max \left\{\sqrt{c}, \frac{2 c^{2}}{\sqrt{c}\left(1+c^{2}\right)}, \frac{2 c}{1+c}\right\} \mathbf{E}_{x, x}\left[\tau^{1 / 2}\right]  \tag{2.12}\\
& +\max \left\{\frac{1}{2}, \frac{c^{2}}{1+c^{2}}, \frac{1}{1+c}, \frac{c}{1+c}\right\} u(x, x)
\end{align*}
$$

which is a consequence of (2.3), where $u(x, x)=\left(1+c\left(\frac{\theta^{2}}{2-\alpha}-\frac{2 \theta^{\alpha}}{\alpha(2-\alpha)}+\frac{1}{\alpha}\right)\right) x$ for all $x \geq 0$ as in Makasu (2023). Passing to the limit in (2.12) as $c \uparrow \alpha\left(\frac{\pi}{2}\right)^{\alpha}$ and $\theta \downarrow(\alpha-1)^{\frac{1}{2-\alpha}}$ for $1 \leq \alpha<2$, then we have (2.1). We now complete the proof by proving the sharpness of the inequality (2.1). Let $\tau=T$ be deterministic and $X_{t}=\left|B_{t}\right|$ in the special case when $\alpha=1$, where $B_{t}$ is a Brownian motion starting at zero. Then, using Proposition 3.1 in Abundo (2017), we have equality in (2.1). The proof of the theorem is now complete.

Using Theorem 2.1, we can prove the following corollary. The result is a one-sided sharp Burkholder-Gundy inequality for Brownian motion. It extends Proposition 3.1 in Abundo (2017) and also sharpens Theorem 1.2 in Schachermayer and Stebegg (2018).

Corollary 2.1. Let $B=\left(B_{t}\right)_{t \geq 0}$ be a Brownian motion starting at $x \geq 0$. Then, we have

$$
\begin{equation*}
\sqrt{\frac{\pi}{2}} \mathbf{E}_{x}\left[\tau+x^{2}\right]^{1 / 2} \leq \mathbf{E}_{x}\left[\sup _{0 \leq t \leq \tau}\left|B_{t}\right|\right] \tag{2.13}
\end{equation*}
$$

for any stopping time $\tau$ of $B$. Equality holds if and only if $B_{t}$ starts at zero and for any $T>0$ there is a stopping time $\tau$ with $\mathbf{E}\left[\tau^{1 / 2}\right]=\sqrt{T}$.

Proof. Let $a$ and $b$ be non-negative real numbers. It follows that

$$
\begin{equation*}
a b \leq \frac{1}{2}\left(a^{2}+b^{2}\right) \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
(a+b)^{1 / 2} \leq a^{1 / 2}+b^{1 / 2} \tag{2.15}
\end{equation*}
$$

Now assume that $\alpha=1$. Then, using Theorem 2.1, we have

$$
\begin{align*}
\mathbf{E}_{x}\left[\sup _{0 \leq t \leq \tau}\left|B_{t}\right|\right] & \geq \sqrt{\frac{\pi}{2}} \mathbf{E}_{x}\left[\tau^{1 / 2}\right]+\frac{\pi^{2}}{4+\pi^{2}}\left(1+\frac{\pi}{2}\right) x \\
& =\sqrt{\frac{\pi}{2}} \mathbf{E}_{x}\left[\tau^{1 / 2}\right]+\frac{\pi^{2}}{4+\pi^{2}}\left(1+\left(\sqrt{\frac{\pi}{2}}\right)^{2}\right)\left(x^{2}\right)^{1 / 2}  \tag{2.16}\\
& \geq \sqrt{\frac{\pi}{2}} \mathbf{E}_{x}\left[\tau^{1 / 2}\right]+\frac{2 \pi^{2}}{4+\pi^{2}} \sqrt{\frac{\pi}{2}}\left(x^{2}\right)^{1 / 2} \\
& \geq \sqrt{\frac{\pi}{2}} \mathbf{E}_{x}\left[\tau+x^{2}\right]^{1 / 2}
\end{align*}
$$

which follows using the elementary inequalities $(15,16)$ and the fact that $\frac{2 \pi^{2}}{4+\pi^{2}}>1$. This proves the inequality (2.13). The proof of the sharpness of (2.13) is analogous to that in the proof of Theorem 2.1. It follows using Proposition 3.1 in Abundo (2017). This completes the proof.

Remark 2.1. For the case of a Bessel process $X=\left(X_{t}\right)_{t \geq 0}$ of dimension $1 \leq \alpha<2$ starting at $x \geq 0$ and from the proof of Theorem 2.1, we simply adapt the proof of Corollary 2.1. Hence, we have

$$
\begin{equation*}
\sqrt{\alpha\left(\frac{\pi}{2}\right)^{\alpha}} \mathbf{E}_{x}\left[\tau+x^{2}\right]^{1 / 2} \leq \mathbf{E}_{x}\left[\sup _{0 \leq t \leq \tau} X_{t}\right] \tag{2.17}
\end{equation*}
$$

for any stopping time $\tau$ of $X$. This improves the inequality in Corollary 2.1 proved in Makasu (2023). The inequality (2.17) is also an interesting extension of Theorem 1.2 in Schachermayer and Stebegg (2018) to the case of a Bessel process starting at $x \geq 0$. It is
quite natural to ask whether the proofs of the estimates in (2.1) and (2.17) extend to the case when the dimension $\alpha>2$. This question remains open.

Remark 2.2. It is clear that the present results (2.1) and (2.17) cover the special case when $\alpha=2$. We also note that the choice of $N(\alpha)$ in (2.10) is not unique.

Remark 2.3. Finally, we shall leave the reader to compare the result in Corollary 2.1 with the asymptotic form obtained by Masoliver (2014) in Eq. (46).

In the next section, by applying Theorem 2.1, we establish a lower estimate of an expected reward for an optimal stopping problem arising in sequential analysis. We shall assume that the reward process is a normalized maximum of a randomly stopped Bessel process. This application is motivated by a variant of the lower bound in Theorem 1.1 of Yan and Zhu (2004).

## 3. APPLICATION

Let $X=\left(X_{t}\right)_{t \geq 0}$ be a Bessel process starting at zero, define $S_{\tau}=\sup _{0 \leq t \leq \tau} X_{t}$ for any stopping time $\tau$ of $X$. Fix $1 \leq \alpha<2$, and let $m=1+2 q$, where $q>0$. Then, using the reverse Hölder and Young inequalities with exponents $\nu<0$ and $\frac{1}{\nu}+\frac{1}{\rho}=1$,

$$
\begin{align*}
\mathbf{E}\left[\frac{S_{\tau}^{m}}{(1+\tau)^{q}}\right] & \geq\left(\mathbf{E}\left[(1+\tau)^{-q \nu}\right]\right)^{1 / \nu}\left(\mathbf{E}\left[S_{\tau}^{m \rho}\right]\right)^{1 / \rho}  \tag{3.1}\\
& \geq \frac{1}{\nu} \mathbf{E}\left[(1+\tau)^{-q \nu}\right]+\frac{1}{\rho} \mathbf{E}\left[S_{\tau}^{m \rho}\right] .
\end{align*}
$$

Now choose $\frac{1}{\nu}=-2 q$ and $\frac{1}{\rho}=m$. Hence, we have

$$
\begin{align*}
\mathbf{E}\left[\frac{S_{\tau}^{m}}{(1+\tau)^{q}}\right] & \geq-2 q \mathbf{E}\left[(1+\tau)^{1 / 2}\right]+m \mathbf{E}\left[S_{\tau}\right]  \tag{3.2}\\
& \geq-2 q-2 q \mathbf{E}\left[\tau^{1 / 2}\right]+m \mathbf{E}\left[S_{\tau}\right]
\end{align*}
$$

by using (2.15).
Applying Theorem 2.1 in (3.2), it follows that

$$
\begin{equation*}
\mathbf{E}\left[\frac{S_{\tau}^{m}}{(1+\tau)^{q}}\right] \geq\left(m \sqrt{\alpha\left(\frac{\pi}{2}\right)^{\alpha}}-2 q\right) \mathbf{E}\left[\tau^{1 / 2}\right]-2 q \tag{3.3}
\end{equation*}
$$

For the case $q=m / 2$, and $0<m<\infty$, we note that a lower estimate for the expected reward $\mathbf{E}\left[\left(\sup _{0 \leq t \leq \tau} \frac{X_{t}}{\sqrt{1+t}}\right)^{m}\right]$ is established in Yan and Zhu (2004) using the well-known Lenglart domination principle (Lenglart 1977). It is shown (Yan and Zhu 2004) that

$$
\begin{equation*}
\mathbf{E}\left[\left(\sup _{0 \leq t \leq \tau} \frac{X_{t}}{\sqrt{1+t}}\right)^{m}\right] \geq\left(\frac{\sqrt{2}}{3 a_{m}}\right)^{m} \mathbf{E}\left[R_{\alpha}(\tau)^{m / 2}\right] \tag{3.4}
\end{equation*}
$$

for any stopping time $\tau$ of the process $X$, where $a_{m}=(e+e m)^{(1+m) / m}$ and $R_{\alpha}(t)=$ $\log (1+\alpha \log (1+t))$ with $\alpha>0$.

Now using the inequality $1+z \leq e^{z}$ for $z \geq 0$ in (3.3), we obtain

$$
\begin{equation*}
\mathbf{E}\left[\frac{S_{\tau}^{m}}{(1+\tau)^{q}}\right] \geq\left(m \sqrt{\alpha\left(\frac{\pi}{2}\right)^{\alpha}}-2 q\right) \mathbf{E}[\sqrt{\log (1+\tau)}]-2 q \tag{3.5}
\end{equation*}
$$

in our case.
Note that we obtain this lower bound without using the Lenglart inequality but by simply applying the results of this paper.
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