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Abstract—Patients using the Mobile-Health Information Sys-
tem can send SMS requests to a Frequently Asked Questions
(FAQ) web server with the expectation of receiving an appropri-
ate feedback on issues that relate to their health. The accuracy of
such feedback is paramount to the mobile search user. However,
automating SMS-based information search and retrieval poses
significant challenges because of the inherent noise in SMS
communication. First, in this paper an architecture is proposed
for the implementation of the retrieval process, and second, an
algorithm is developed for the best-ranked question-answer pair
retrieval. We present an algorithm that assists in the selection of
the best FAQ-query after the ranking of the query-answer pair.
Results are generated based on the ranking of the FAQ-query.
Our algorithm gives a better result in terms of average precision
and recall when compared with the naive retrieval algorithm.

Index Terms—Information Retrieval, SMS/Text Message, Fre-
quently Asked Question (FAQ), HIV/AIDS, mHealth, Question
Answer (QA)

I. INTRODUCTION

Social networking communication such as Facebook, Instant
Messaging, MXit, Short Message Services (SMS) and Twitter
produce vast amounts of noisy text data that require some
form of cleaning before such data can be useful for infor-
mation processing tasks, such as Frequently Asked Question
(FAQ) answering system. SMS has become a common way
of communication as a result of the explosive use of mobile
communication all over the world. It is widely accepted
especially among the youth, because of its flexibility in
the use of alphanumeric characters, with little or no regard
for orthographical and grammatical rules. This computer-
mediated communication has its own peculiarities, where
groups of users have their own patterns of writing, inventing
new abbreviations, and using the non-standard orthographic
forms [1]. The freedom of writing poses a great challenge to its
transformation into the formal writing suitable for information
processing. SMS language has, however, been recognized
and accepted as a variant of natural languages [2]. Thus,
there is a compelling motivation to build many information-
based services around the SMS communication through the
process of normalizing its various forms in which the language
appears [3], [4].

With regard to mobile information search and retrieval,
the length of time spent by a mobile user at a particular
search service is usually brief because the answer retrieved
may be un-/satisfactory or un-/available. The eagerness of
mobile searchers tends to vary, because they approach the

search engine with a specific topic in mind and their search
often does not lead to results that satisfy their needs, unlike
in desktop search [5]. There is a limitation to the level at
which information is made available in a mobile information
retrieval system. This may be attributed to the restriction in the
bandwidth, size of the keypad, or the restriction in the SMS
size constrained to 140 bytes [6], [7].

In mobile health (mHealth) technology SMS has played
a significant role in bridging the gap of communication be-
tween the patients and health workers. It frees the physicians
from routine office visits while still providing consultancy
to patient’s complaints and conditions, so creating time for
patients that require more detailed medical attention. Mobile
health activities have sprung up as health call centres which
respond to patient enquiries [8], [9]. SMS is a form of the
mobile technological approach that is used to reach the patient
for drug administration, consultancy services, appointment re-
minders, health and prevention reports, billing information and
so on [10], [11]. The role of SMS in mHealth services cannot
be underestimated, for instance, it is used in South Africa
to remind tuberculosis patients to administer their medication.
Rifafol, the medication for tuberculosis, is expected to be taken
daily and on a consistent basis, otherwise it is not effective.
SMS texts which are written in English and local languages—
Afrikaans and Xhosa—are sent at a pre-determined time daily
to patients. This is done for a period of six months until the
treatment is completed [8].

The paper is organized as follows. Section 2 presents
related works on SMS-based information retrieval system,
while Section 3 introduces the system architecture in build-
ing the SMS-query system. Section 4 discusses the research
methodology adopted in building the SMS-based FAQ system
and its implementation in an information retrieval (IR) system.
Section 5 presents the proposed algorithm SMSgl for FAQ
search and retrieve. The performance evaluation and the metric
indices are discussed in Section 6. In Section 7, the comparison
of the results from naive and SMSql algorithms are discussed.
The conclusion of the paper is given in Section 8.

II. RELATED WORK

Significant work has been done on SMS-based FAQ sys-
tems. Different attempts with distinct contexts have been made
to normalize text messages. In this paper, we focus on the
use of normalized SMS for information retrieval from the



information source. Hogan et al. [3] described SMS-based
FAQ retrieval systems as having three stages: (1) SMS nor-
malization, (2) retrieval of ranked results and (3) identifying
out-of-domain query results. The SMS FAQ queries were
manually annotated from micro-text corpora. The tokens were
aligned with the original text messages to give one-to-one
correspondence between the original and corrected tokens.
The documents and SMS questions underwent the same pre-
processing of annotation. The best result from the candidate
list is retrieved by ranking the weighted scores of a list of
question-answer pairs. The evaluation of the results involved
comparing out-of-domain results when tested on two search
engines.

SMSFind is another SMS-based information retrieval model
proposed by Chen et al. [6]. It uses the conventional search
engine in the back-end to provide an appropriate answer for
the SMS request. SMSFind uses the translated SMS queries,
typically, the arrangement contains a term or a collection of
consecutive terms in a query that provides a hint as to what
the user is looking for. These SMS query terms or a collection
of consecutive terms are provided as the hint to facilitate
the matching process of the question answer system. The
hint, provided by the user or automatically generated from
the document, is used to address the information extraction
problem. SMSFind uses this hint to address the information
extraction problem as follows: Given the top search responses
to a query from a search engine, SMSFind extracts snippets
of text from within the neighbourhood of the hint in each
response page. SMSFind scores snippets and ranks them across
a variety of metrics. The hint extracted is used to determine
the answer to the request. It is scored based on a top-n list
for each page and it is ranked altogether. The highest score is
released as an answer to the request [6]. The use of hints in the
algorithm is considered a supervised learning approach [12],
[13] and it adds costs to generate and store. The research
never considered the contextual information of the searches.
The searching is limited to the constituent of the hint.

SMSFR is a recent SMS-based searching technique de-
veloped by Pakray et al. [14]. It has a multi-lingual (En-
glish, Hindi and Malayalam) feature with multi domain FAQ
datasets. Bing spellchecker, a free source dictionary was used
for the SMS normalization process. It involves the unigram
matching, bigram matching and /-skip bigram matching mod-
ules done on the SMS and FAQs dataset. The research has
the goal of getting the best FAQ for the SMS query. In the
monolingual technique, the rule-based system for ranking of
the candidate FAQ terms is applied. The system has four
modules (pre-processing, unigram, bigram, and 1-skips bigram
matching modules) for the normalization processes. Bing
spellchecker module processes the SMS and FAQ dataset to
search for the matching of the new word. The similarity in
the word of the SMS and FAQ confirms the search. But if
there is no match, WordNet 3.0 is searched for hyponyms,
synonyms etc. This is an extra cost on FAQ dataset as it is
assumed to be error free. The WordNet is a lexical database
for the English language that groups English words into sets of
synonyms called synsets [15]. The bigram matching compares
the match between the two statements by considering the

bigram occurrences of their words. The two consecutive words
in the two datasets are compared. If there is match, the next
consecutive bigram is searched, otherwise the WordNet is
searched for the bigram sequences of the SMS and FAQ. /-
skip and inverse bigram matching consider a sequence bigram
with one gap between two words. For every similarity of the
two words (SMS and FAQ) in the list of SMS (S’) that is
found on the inverse order of FAQs list (F’), a set of semantic
rules is applied to confirm because the pairs are not rejected,
however, the complete set of the rules are not given. In general,
the output of the top five scores are used for the single SMS
query processes. The use of Bing speller can be considered to
be restricted to only words in the dictionary, if it is not in the
database the right answers are not provided even though it is
economical because Bing speller is a free software.

Healthcare FAQ information retrieval systems using SMS in
form of a Question and Answer (Q&A) System were recently
proposed by Anderson et al. [16] and Masizana-Katongo et
al. [17]. SMS users submit queries to the portal through a
mobile phone interface. A parsing technique was proposed as
a retrieval mechanism in matching the relevant answers [18].
The parser extracts and processes keywords from the SMS
input text. This leads to the matching of the SMS keywords
to a relevance FAQ dataset. 20 HIV/AIDS questions written
in English were written in SMS format. Frequently occurring
SMS terms were extracted from each question. Every question
can now be evaluated in its merit from the combination of
the frequently occurring phrases and or words within the
phrases. This can be achieved by statistical analysis. The SMS
input format in form of grammar is then parsed through the
automatic parser generator or compiler. A parser generator
reads a grammar specification and converts it to program that
recognize matches to the grammar. A method is generated (in
the code) that corresponds to each production in the grammar.
The technique involves the translation of the grammar pro-
vided in Backus-Naur Form format into pre-processed parsed
tree building blocks that can be easily implemented in Java
code. The system is evaluated using recall, precision and
rejection. Their procedure did not consider ranking of the SMS
query in presenting the answer.

Kothari et al. [19] designed an automatic FAQ-based
question answering system. The method involves determin-
ing SMS-query similarity over FAQ-questions. This is done
through a combinatorial search approach. The search space
consists of combinations of all possible dictionary variations
of tokens in the noisy query. The combinatorial search problem
models an SMS query as a syntactic tree matching so as to
improve the ranking scheme after candidate words have been
identified. Initial processing of noise removal was introduced
so as to improve the information retrieval efficiency. The
model involves the use of a dictionary, and maps the SMS
query to the questions in the corpus. However, the noise
removal step is computationally expensive [20]. Kothari et
al.’s [19] system does not involve training data nor normaliza-
tion. It has the advantage of handling semantic variations in
question formulation but the method fails to discuss the choice
of homophonic words as regards automatic speech recognition.

In our previous work the method of SMS normalization was



discussed [21]. The cleaned SMS-based query is used to query
the FAQ database system. Anderson et al. [16] and Masizana-
Katongo et al. [22] researches share similarities with ours in
the area of application, i.e., health related matters. But the
two research groups use SMS parsing techniques to query the
search engine after the SMS token has been disambiguated
using a context-free grammar. In our approach, an SMS term is
taken as a query while the FAQ is considered as a document for
the SMS-based retrieval. Their research was applied to a multi-
lingual scenario whereas we considered English only. The
system architecture for our proposed SMS-based information
retrieval system is discussed in the next section.

III. SYSTEM ARCHITECTURE

Figure 1 shows how the SMS query is presented to the web
search engine. A normalized SMS is made to interface with the
QA database. The web server contains the FAQ-SMS database,
predefined queries, and corresponding answers to the queries.
The set of query documents relevant to the SMS request are
extracted through similarity computation, matching processing
and inferences in order to meet the need of the user before a
set of retrieved documents can be presented [23], [24]. The set
of retrieved documents (answers) may sometimes be relevant
or irrelevant to the user’s needs. In this case the query may
need to be reformulated through the reformulation process.
Every time a new set of query words is applied, with the
same concept (semantics) in mind, a new crop of documents
(answers) are retrieved and presented.

Web server

FAQ-SMS
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Predefined
Questions

Answer to
the Query

—|
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¥

sms ||
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Fig. 1. System architecture of an SMS-Query and reformulation process
The methodology adopted to access information using cell-
phones is done with our proposed SMSgl algorithm on a web
server which automates the answer retrieval task as illustrated
in Figure 1. The retrieval process entails providing the five
topmost relevant answers for a user enquiry. Communication
is triggered by the SMS sent by the user and received by the
web server on the system. A preliminary process translates the
wrangled SMS text to its English form and then the noise-free
query is parsed using the SMS parser (SCORE algorithm) as
discussed in our previous work, Adesina et al. [21].

IV. RESEARCH METHODOLOGY

There are various ways of collecting datasets for an ex-
periment. For instance, the experiment performed by Jansen
et al. [25] used log files where 74 terms were found to
occur more frequently in their sample space of an average
term of 100 using the Excite search engine. A collection of

1400 documents, from a United Nations database of 1988,
were used in an experiment using #f-idf to determine word
relevance in document queries. From the document, 86 queries
were extracted to perform the experiment on information
retrieval [26]. A widely read and popular news media from the
blog of The Times of India, was used as the source of data. The
blog has several datasets on topics covering politics, sports,
entertainment, cuisine, social evils [27]. For our experiment, a
FAQ database consisting of over 350 sampled questions was
built from websites and data from research communities. Our
focus centres on HIV/AIDS drug administration, prevention,
control and support, counselling, food prescription, awareness,
sex education, and education and training. Out of the 350
sampled FAQ collections, 200 questions were extracted from
the Ipoletse call centre manual [28] and the remaining were
fetched from related websites. The Ipoletse database consists
of most frequently asked questions about HIV/AIDS and
ARV therapy, the booklet was prepared by the Ministry of
Health in Botswana. These websites have vast information
on the HIV/AIDS epidemic in the form of answers to FAQs
on aspects of drug administration, therapy, sex education,
food and nutrition, physical exercise and treatment. The FAQ
dataset comprises English words and HIV/AIDS terminology.
The online collections were done for over twenty months.
The database structure for the FAQ information retrieval
system has one table with 350 HIV/AIDS queries. Mysql,
a relational database, was used to store FAQ and answers
datasets for the data analysis. The MySql description of the
FAQ database table is as shown in Table I. The schema has
three columns—(1) Qcode— is a unique auto-incremental key
that serves as the primary key (PK) for ease identification of
the query and the answer pair; (2) Query— this attribute has a
list of 350 FAQs within the domain of studies (medical) and
(3) Answer-— this attribute contains the answers to each query.

TABLE I
MYSQL DESCRIPTION OF THE FAQ DATABASE TABLE

Field Type Key Default Extra
Qcode Int(255) Primary Null Auto Increment
Query Varchar(100) - - -
Answer | Varchar(100) - - -

The research motive is to compare the retrieval performance
of the—Naive query retrieval and SMSql, a developed algo-
rithm, when SMS is used as the query.

From the FAQ query set, 20 questions were used for the
analysis. These sets of questions were translated to SMS
shorthand by students of the University of the Western Cape.
A set of 20 questions from 100 respondents yielded 2,000
SMS query formats used in our dataset, that is, each query
had 100 respondents. A large collection of data was necessary
in order to reduce the tendency of bias in the SMS writing.
Extracting the best matching question-answer pairs in the
server is our ultimate goal. This is achievable by statistically
selecting keywords and idioms from the query corpus in the
FAQ query-set gathered earlier. The keywords and idioms are
a combination of words or phrases that give a reasonable
meaning to each query. From the keyword phrases, idioms



can be derived; an idiom is a collection of words with a
specific semantic meaning as a group, which may not yield the
same meaning when interpreted individually as words and not
collectively as a phrase [29]. Keywords for all the questions
are extracted based on the frequency level from over 100
respondents. In summary, 205 keywords were extracted from
the FAQ collections. This means that each question has an
average of three keyword terms.

At this stage it is important to note that stop words are less
important parts of the keyword phrases and are discarded. Stop
words are very common words that appear frequently in text
and carry little or no semantic meaning in an expression [30],
[31]. Stop words affect the retrieval effectiveness because
they have high frequency and tend to diminish the impact
of frequency differences among less common words, affecting
the weighting process [32], [33]. It is therefore recommended
that high frequency word n-grams that occur in many words
will have to be eliminated before computing the similarity
coefficient. An n-gram is a contiguous sequence of n items
from a given sequence of text or speech [34]. Weighting
the remaining n-grams using an inverse frequency coefficient,
that is, assigning the highest values to the least frequently
appearing n-grams will ensure that matches between less
frequent n-grams contribute more to word similarity than
matches between frequent n-grams [35].

The retrieval efficiency results of the two algorithms—naive
and SMSgl—and the accuracy of the FAQ question-answer
pair returned are used as the basis for judging the efficiency
of the algorithm. The relevance judgment needed to calculate
the retrieval efficiency is placed on a scale of 5, where
excellent = 5; very good = 4; good = 3; moderate = 2; and
poor = 1. The judgment is based on the first 5 FAQ queries
that emerge from various ways in which SMS questions are
sent into the search engine. This approach is similar to that of
Mogadala et al.’s [36] method where a cleaned SMS was used
as a query to the search engine. A set of 5 best documents
containing FAQ question-and-answer pair emerged as the
results, using the language model approach. A maximum of 5
point will be allotted to an SMS enquiry that exactly produces
the expectation of the SMS texter in terms of the FAQ data
set. A score of 0 point is given for of out-of-domain queries
whereby the result of the FAQ query is completely different
from the SMS enquiry. Some SMS queries will be out-of-
domain and will not have any corresponding FAQ answer [3],
[36]. The next section will present the two algorithms used in
the SMS-based information accessing techniques.

V. THE SMS QUESTION LOCATOR (SMSql)
ALGORITHM

This section describes the SMSql algorithm used in the SMS
FAQ search and retrieval system for mobile communication.
The translated keywords extracted from the SMS query are
matched with words present in our corpus.

Our algorithm considered similarity in words between the
SMS query and the FAQ database, the sentence length of the
two sentences as well as the order in which the words are
placed. This is taken as an enhancement in our algorithm

because length of the query sentence is given priority. For easy
identification, each question with its corresponding answers
has a unique code. Isolation and identification of the keywords
lead to further derivation of idioms.

The SMSql algorithm is described next.

A. SMSql algorithm

The SMSql algorithm

Step 1 A weight function/value of 1 is assigned for equal
matches of the two terms in the FAQ database and
the English query term, otherwise it is set to 2 for
other non-matching tokens

Step 2 Sum the assigned values of matches in the FAQ query

Step 3 Sum the assigned values of non-matching tokens in
the FAQ query

Step 4 Rank the weight function/value (in Step 2) in decreas-
ing order

Step 5 In case there is a tie in Step 2, select the FAQ query
sentence with lowest sum non-matching tokens

Step 6 Output the five best ranked query codes

SMSql processes the input sentence word-by-word from left
to right. When the first SMS word (target word) is found, the
context window is built. This window is formed by the words
placed just before and after the target word present in the FAQ
database. The window size of 3 was used in our system, which
included the target word and one word to its left and right,
following the claim by Michelizzi [37] that words farther away
from the target word are less likely to be related to words close
to the target word.

When a FAQ question file is chosen as the query is
being issued, the system iterates through the QA pairs in the
file, comparing each question against the user’s question and
computes a score based on the weight function. We define
a scoring function for assigning a score to each statistically
selected keyword phrase in the question corpus (), where SMS
token s; has been normalized to the English term ¢ in the
dictionary. Their similarity measure Sim, is calculated such
that Sim(s;,t) > 0 and this is denoted in the equation as
s; = t. The score function measures how closely the question
matches the SMS question string S.

Consider a query term ¢ € ) a FAQ dataset for each token
SMS string s;, the scoring function chooses the term ¢ having
the maximum weight. Then the weight of the chosen terms
are summed together, to give the score.

n

score(q) = Z tegﬁ’:m(w(su t))

i=1

Each question from the FAQ file is matched against the user’s
question and then scored. The goal is to find efficiently the
best matches to the query in the FAQ. The queries with the
first five highest scores are selected and returned to the user.

B. Naive (Brute-force string match) algorithm

This problem involves searching for a pattern (substring) in
a string of text. The result is either the index in the text of the
first occurrence of the pattern, or indices of all occurrences.
We will look only for the first match. The algorithm follows



The Naive algorithm

Step 1 Align the pattern at beginning of the text

Step 2 Moving from left to right, compare each character
of the pattern with the corresponding character in the
text until all characters are found to match (successful
search) or a mismatch is detected

Step 3 While pattern is not found and the text is not yet

exhausted, realign the pattern one position to the right
and repeat Step 2

VI. PERFORMANCE EVALUATION

A simple way to test the performance of different retrieval
strategies is by using a simulation experiment. In this setting,
a sample of queries is available and the documents which are
relevant to each query have already been statistically identified.
The performance of each automatic system can then be com-
pared to a known standard which performs optimally. Systems
are rated according to their ability to rank relevant documents
higher than those documents which are not relevant. While one
can give a number of arguments about how and why this test
setting does not reflect reality, no better methods for evaluating
performance have been developed [38].

The efficiency of the retrieval mechanism is determined
by the system retrieval and learning performance. The best
retrieval strategy may depend greatly on the length and speci-
ficity of the query because a complex data-driven retrieval
strategy may have little success with short queries and limited
amounts of information [5]. Users of search engines have been
accustomed to using short queries with keyword combinations
due to the restriction of interface and inner mechanism of
the search engine. [5] However, the detail that they provide
may be vital to obtain good results for longer, more precisely
defined queries where little vocabulary is shared by relevant
documents, so that the system may be required to have some
language understanding capability in order to discover relevant
answer documents [39].

Therefore retrieval efficiency can be calculated through pre-
cision and recall. The learning performance efficiency involves
performing the same set of experiments with a pre-determined
number of iterations with the same dataset within a particular
number of times. To conduct the evaluation, the following
steps are taken:

—A sample of 20 SMS coded FAQ query sentences are
selected from a set of queries that statistically have a greater
representation from the data collected from the respondents.

—~Each query was designed to retrieve the five best answers.
The results are verified by experienced users using datasets
applied at the beginning of our experiment and their corre-
sponding answers. The process is repeated for every query
selected.

—The retrieval efficiency can be measured using precision
and recall.

Precision— is the relative number of correct constituents—
FAQ queries—retrieved out of those deemed as relevant.
Hence the value must be as high as possible for good parsing.
A constituent is considered to be correct if it matches a con-
stituent in the “Gold Standard”, i.e., the structure representing
the ideal analysis which the parsing results intended [17].

Number of relevant FAQ queries

Precision =
Number of retrieved FAQ queries

Recall- is the relative number of correct constituents com-
pared to the gold standard parse. It shows how many relevant
answers were actually retrieved out of the possible answers.
The higher the recall value, the better the algorithm perfor-
mance.

The two metrics, precision and recall, are inversely related:
they are used to compute the unordered list of FAQ query
sets [40]. They are based on the user’s relevance assessments
following the retrieval process [39]. Therefore, the automatic
handling of the various forms of user queries not only requires
a large database of QA pairs but also the technology to match
the user query to the FAQ documents in the database [20]. It is
imperative to link information seekers to information sources
by matching the SMS query with the description of the content
that is associated with the indexed information segments in the
database.

VII. RESULTS—COMPARISON BETWEEN NAIVE
AND SMSql ALGORITHM

Naive retrieval is done by brute force whereby the list of
queries is traversed to count the frequency of occurrences of
a particular word [27]. A defect of this approach is that many
documents that are non-relevant appeared most. The peak of
the graph is where the most relevant of the query is fetched.
But before the peak, the results to the query produced many
irrelevant selections. The results shown in Figures 2 and 3 are
the mean values for each SMS query for the two algorithms
we are considering.
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In overall the performance of SMS queries in SMSg!/ and
naive techniques may appear very difficult to confirm. There



is a need to perform a statistical test on the results and
confirm the significant test. A significance test was adopted
to reject the null hypothesis, Hy that there is no difference
between the results of the two methods. This is done by
comparing the mean precision values, across all the queries.
The t-test was used to compare the mean scores for same
group of 10 users and same condition or method at two
different occasions, or when there are matched pairs [41].
A paired-samples t-test was conducted to evaluate the av-
erage precision for SMSql and naive algorithms. There is
a statistically insignificant difference in the performance of
SMSql (Mean= 3.55, Standard Deviation= 0.9987) and naive
(Mean= 3.25, Standard Deviation= 0.7864); ¢(19) = 2.042,
p > 0.005 (p-value= 0.55) at confidence interval of 95%.

VIII. CONCLUSION

We compared the retrieval efficiency of two algorithms—
SMSql and a naive—in an SMS-based FAQ system, in terms
of matching terms of a specific query to its relevant answer.
Statistically, there is no significant difference in the two
techniques. We intend to compare SMSq! with other retrieval
algorithms, e.g. #f-idf, in future experiments. The system is
expected to produce relevant answers to the normalized SMS
query. If the searching process does not provide a relevant
document for the user’s information, the user can then modify
and reformulate the query. This work is based solely on
monolingual English, our further work will involve bi-lingual
and cross-lingual FAQ systems, using other South African
languages for our enquiries.
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