Galaxy And Mass Assembly (GAMA): Spectroscopic analysis
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1 INTRODUCTION

Galaxy surveys that have moderate resolution (\(R \approx 1000 - 2000\)) optical spectroscopic measurements, such as the Two-degree Field Galaxy Redshift Survey (2dF; Colless et al. 2001) and the Sloan Digital Sky Survey (SDSS; York et al. 2000) are among the most productive resources for understanding galaxy formation and evolution. The astrophysical information encoded in the rest-frame optical region of the spectrum is among the most well-understood and well-calibrated aspect of galaxy evolution studies, and provides a wealth of detail regarding the physical processes occurring within galaxies. This ranges from quantitative measurements of star formation rate (SFR), metallicity, velocity dispersion, obscuration, and more, through to diagnostics distinguishing between the presence of star formation or an accreting central supermassive black hole (an active galactic nucleus, AGN). In combination with broadband photometric measurements spanning ultraviolet through to radio wavelengths, the redshift and other physical information from galaxy spectra provides a powerful tool for exploring the details of galaxy evolution.

The Galaxy And Mass Assembly (GAMA) survey is a large multiwavelength photometric and spectroscopic survey (Driver et al. 2009, 2011) that provides exactly this comprehensive selection of photometric and spectroscopic data. The key scientific goals are to use the galaxy distribution to conduct a series of tests of the cold dark matter (CDM) paradigm, in addition to carrying out detailed studies of the internal structure and evolution of the galaxies themselves. The scientific motivation for GAMA, the survey footprint, data processing, catalogue construction and quality control are described by Driver et al. (2011). The target selection, including survey masks, star-galaxy separation, and target prioritisation is presented by Baldry et al. (2010), with the tiling algorithm described by Robotham et al. (2010) and the photometric analysis by Hill et al. (2011). Stellar masses for the GAMA galaxies have been quantified by Taylor et al. (2011), and the low redshift stellar mass function is detailed in Baldry et al. (2012). The broadband luminosity functions are derived by Loveday et al. (2012), and the H\(_\alpha\) luminosity functions and evolution presented in Gunawardhana et al. (2013). Galaxy nebular metallicity measurements are detailed in Foster et al. (2012) and Lara-López et al. (2013). Galaxy groups in GAMA have been quantified by Robotham et al. (2011), and galaxy structural parameters measured by Kelvin et al. (2012).

The GAMA survey used 68 nights of observing time on the Anglo-Australian Telescope (AAT) over 2008–2010. This time was used to conduct a highly complete survey in three Equatorial fields to \(r_{\text{pet}} < 19.4\) mag over a total of 144 deg\(^2\), 48 deg\(^2\) of which was observed to the deeper limit of \(r_{\text{pet}} < 19.8\) mag. This initial phase of the survey, usually referred to as “GAMA I,” allowed the acquisition of over 112 000 new galaxy spectra and redshifts, for a total of over 130 000 redshifts in the original GAMA survey area. Subsequently the survey has been extended, with the award of 110 nights of AAT time over 2010–2012, to expand the survey by including two Southern fields and broadening the three Equatorial fields (referred to as “GAMA II”). This expands the total survey area to 280 deg\(^2\), while achieving a uniform depth of \(r_{\text{pet}} < 19.8\) mag over the full survey region. The goal is to compile \(\sim 300\) 000 galaxy spectra over this area. At the time of writing, we have already obtained over 220 000 spectra. In detail, to date GAMA has observed 224 465 spectra of which 222 294 are galaxy targets. These numbers include repeat observations, and not all are main survey targets, as they include “filler” targets that take advantage of fibres unable to be allocated to main survey targets on any given observation plate (see Baldry et al. 2010). Including spectra from other surveys within the GAMA regions, (SDSS, 2dFGRS and others, see
The survey has already led to a number of published results making use of the detailed emission and absorption line measurements from the GAMA spectroscopic data. These include identification of the lowest-mass star forming galaxy population (Brough et al. 2011), a self-consistent approach to galaxy star formation rate estimates and the role of obscuration (Wijesinghe et al. 2011a, b), and evidence for a star formation rate dependence in the high-mass slope of the stellar initial mass function (Gunawardhana et al. 2011), among many other GAMA team publications (for a full and current list see the team web page), along with additional work led by collaborating surveys such as Herschel-ATLAS.

In order to best facilitate subsequent scientific analyses of public survey data, it is crucial to provide full details of the observations, processing and data product derivations (e.g., Bolton et al. 2012). Here we describe the spectroscopic pipeline processing in the GAMA survey. This encompasses an overview of the observations (§2), the steps involved in processing the raw two-dimensional spectroscopic images through to extracted one-dimensional spectra and the initial redshift measurement process (§3), and flux calibration of the one-dimensional spectra (§4). We also present the processes used in measuring the emission and absorption features of the spectra (§5) that are recorded in the GAMA database and made publicly available through the staged data releases. Note that the GAMA spectroscopic reduction and analysis pipeline is still evolving as we continue to improve some aspects. Throughout, all magnitudes are given in the AB system, and we assume a cosmology with \( H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1}, \Omega_M = 0.3 \) and \( \Omega_{\Lambda} = 0.7 \).

3 DATA PROCESSING AND REDSHIFT MEASUREMENTS

3.1 Obtaining 1D spectra

The raw data are processed using software developed at the AAO called 2dFDR, (Croom et al. 2004; Sharp & Birchall 2010). The 2dFDR processing applies the standard sequence of tasks for 1D spectral extraction from 2D images. This includes bias subtraction, flat-fielding, fibre trace (or “tramline”) fitting, and wavelength calibration. First, a master bias (and for GAMA II data a master dark) are created using the available bias (and dark) frames. For each exposure, the time spent on each field is well-matched to the time required for the 2dF positioner to configure the following observing plate, ensuring an efficient overall survey strategy. Between 20 and 30 bias frames are taken during each observing session. Starting in 2011, we also began to use dark frames to refine the calibration, with from 10 to 30 dark frames, each of 1200 s exposure, being acquired each observing session.
Figure 1. Example GAMA spectra for a selection of galaxies, illustrating high quality spectra and spectra affected by instrumental and processing artifacts. The spectra have been smoothed with a five-pixel running boxcar average to aid in clarity of display. From top to bottom: Star forming galaxy spectrum; Absorption line galaxy spectrum; Spectrum affected by fringing; Spectrum affected by bad splicing. Each spectrum includes an inset showing the SDSS colour galaxy image, as well as identifying common emission or absorption features. Each galaxy has its GAMA ID, redshift and stellar mass (from Taylor et al. 2011) listed, along with Balmer decrement, Hβ luminosity and star formation rate for star forming galaxy spectra. Only about 3% of GAMA spectra are affected by fringing or bad splicing.
order fits. The wavelength solution is determined by a third-order polynomial fit to the arc-lines, with the solution tweaked using a first-order (blue) or third-order (red) polynomial to the sky lines. The higher order is required for the red CCD as there are more sky lines and the sky is brighter at the red end of the spectrum. The wavelength calibration is referenced to arc line wavelengths in air rather than vacuum, contrary to the convention adopted by SDSS, and is accurate to better than 0.1 Å, as measured from key strong sky line features. Cosmic rays are cleaned in each object frame using an implementation of Laplacian cosmic ray identification (van Dokkum 2001), and applying clipping thresholds of 10 $\sigma$ in the blue and 5 $\sigma$ in the red. The scattered light is subtracted assuming a first-order polynomial fit. The throughput calibration method considers a flux weighted value of the night sky emission lines to normalise the fibre throughputs.

Extraction of spectra is performed by first identifying fibres in a flat field frame and then fitting their locations as a function of CCD position using a model of the spectrograph optical distortion. Once the tramlines are located, a minimum variance Gaussian weighted extraction (Sharp & Birchall 2010; Horne 1986) is used to obtain the flux in each fibre per spectral pixel. While optimally weighted, this does not take into account cross-talk between fibres, but given the restricted dynamic range of the GAMA targets (a range of less than three magnitudes) the level of cross-talk has been shown to be negligible (Sharp & Birchall 2010, their Figure 2). For each 1D spectrum there exists a variance array determined from the Poisson noise in the bias corrected 2D frame, the read noise and the gain, and propagated through the reduction pipeline. Examination of repeat spectra shows that the uncertainties per pixel are well characterised by the measurements in the variance array, except around the strong 5577 Å sky line, and at the extreme ends of the wavelength range. Where there are differences between the repeat measurements and the variance arrays due to such systematics, the differences are always less than a factor of 1.4.

The initial sky subtraction is performed using the ~25 fibres allocated in each plate to sky positions. A combined sky spectrum is made by taking the median of the corresponding pixels in each of the normalised sky fibres, discarding the two brightest sky fibres to avoid potential problems in the event of inadvertent non-sky flux (due to an asteroid, passing satellite, or other moving object perhaps), at the sky fibre location. The continuum sky subtraction accuracy is typically 2-3% of the sky level, although for especially strong sky lines such as that at 5577 Å, the residuals can be worse (for details see Sharp & Parkinson 2010). This is then followed by an improvement to the sky subtraction based on subtracting a combination of principal component templates (Sharp & Parkinson 2010). This reduces the amplitude of the sky subtraction emission line residuals to below 1% in most cases.

Strong atmospheric telluric absorption features in the red part of the spectrum need to be corrected for. The telluric correction involves constructing a flux and variance weighted combination of all the spectra in a given field, which is then iteratively clipped to remove residual emission or absorption features (such as galaxy emission lines). This process relies on the fact that in any one field there are a broad range of galaxy redshifts so features are not present at the same wavelength in many spectra. The resulting averaged spectrum is fit by a low order polynomial in the region around the telluric features, while excluding the regions where the absorption is present. Dividing through by this polynomial fit results in a telluric correction spectrum which is set to be equal to unity everywhere outside of the telluric absorption bands. The correction is then implemented by dividing each individual spectrum by this correction spectrum.

Finally, 2DFDR splices together the blue and red spectra for each galaxy by doing a first-pass flux calibration to best match the spectra at the splice-wavelength (5700 Å). The pixel scale is 1 Å in the blue and 1.6 Å in the red, although during the splicing step the red spectra are resampled to the same pixel scale as the blue, so the final pixel scale is $\sim 1$ Å pix$^{-1}$. This is done with a quadratic interpolation ensuring that flux is conserved, and with appropriate treatment of masked or otherwise bad values. The same resampling is applied to the variance arrays to correctly propagate the errors. The overlap region between the blue and red spectra is 250 Å, from typically 5650 Å to 5900 Å, although this varies slightly from spectrum to spectrum depending on the location on the detector.

As 2DFDR is continuing to be developed and improved, and to mitigate against reduction mistakes at the telescope during observing, the entire GAMA dataset is periodically re-reduced, to ensure that the final spectroscopic data products are homogeneous and internally self-consistent. The version of 2DFDR used in producing the final GAMA I spectra was 2DFDR v4.42.

Fig. shows examples of GAMA spectra after the 1D extraction and flux-calibration process (see 2 below) are completed. This Figure shows two high quality spectra, and two poor quality spectra illustrating some of the instrumental and processing limitations in the survey. The two high quality spectra are an emission line object and an absorption line object, both with redshift quality of $nQ = 4$ (see Driver et al. 2011, for the definition of redshift quality flags and conventions). The first poor quality spectrum shown gives an example of fringing, visible as the high-frequency oscillation in the continuum level, and accompanied by poor removal of the sky features (Sharp et al. 2006, 2013). The fringing, which is time-variant, is only present for some fibres, and arises due to air gaps in the glue between the prism and the ferrule. Over time these fibres have been re-terminated with new glue and new ferrules. While it doesn’t resolve the problem for existing GAMA spectra that are affected, the AAO has recently completed a total replacement of all 2dF fibres with optimal glue and ferrules that has now eliminated this problem. In this particular example spectrum a redshift is still able to be reliably measured, with $nQ = 4$. The second poor quality spectrum shown is an example of a bad splice, characterised by a dramatic change in continuum level at the splice wavelength of 5700 Å. This feature is a consequence of poor continuum level estimation due to poor flat-fielding in one or both of the blue and red arms, in estimating how to scale the two components for the splice. The reliability of the splicing of AAOmega spectra is an area that is the subject of ongoing work, both at the AAO with continued development of 2DFDR, and within GAMA through investigation of independent flux calibration processes for the blue and red arms separately. For this spectrum, again a redshift is still able to be measured with high reliability, $nQ = 4$. These examples illustrate a key point, that a high quality redshift measurement can be obtained from a poor quality spectrum, although subsequent measurements of emission or absorption features for that spectrum may not be reliable.

### 3.2 Redshift measurements

Redshifts are measured from the one-dimensional galaxy spectra as soon as each field is fully reduced using the above process (i.e., typically on the night of observation or the following day). This is done using the GAMA-specific version of runz, originally developed by Will Sutherland for the 2dFGRS, and now maintained by
Figure 2. The flux correction vectors from each standard for one 2dF plate, shown here as an example. The grey lines show the individual flux correction vectors for each standard star. The black line shows the B-spline fit to the mean vector.

Scott Croom. This process is described in [Driver et al. (2011)], and further details will be presented by Liske et al. (in prep), including the re-redshifting analysis, which quantifies the reliability of each measured redshift by having multiple team members re-measure redshifts for all low-quality flagged measurements, and for a subset of high-quality redshifts.

The RUNZ code uses a cross-correlation approach to identifying an automated redshift, but allows the user to manually identify a redshift in the event of a poor result from the cross-correlation, before allocated a redshift quality flag (Q), from 0 to 4, with 4 being a certain redshift, 3 being probably correct, 2 indicating a possible redshift needing independent confirmation, 1 indicating that no redshift could be identified, and 0 meaning that the spectrum is somehow flawed and needs to be reobserved. Following this initial inspection, the process is repeated by multiple team members, in order to define a robust, probabilistically defined “normalised” quality scale, nQ [Driver et al. (2011)]. Details of the error estimates on the redshifts are provided by [Driver et al. (2011)]. The re-redshifting process and derivation of the probabilities associated with the nQ quality will be presented in Liske et al, (in prep.).

A small fraction (~3%) of the GAMA spectra are affected by fringing, as determined manually during the redshifting and re-redshifting processes. Of these ~50% still yield a good quality redshift, although other spectroscopic measurements such as emission line properties (see §5 below) are likely to be unreliable.

4 SPECTROPHOTOMETRIC CALIBRATION AND QUALITY

4.1 Flux calibration

The main purpose of flux calibration is to first correct the wavelength-dependence of the system throughput (atmosphere, residual wavelength dependence of fibre entrance losses after the ADC, optics, and CCD quantum efficiency), and second to provide an approximate absolute flux calibration. Obtaining accurate spectrophotometry for the GAMA survey presents a challenge due to the 2″ optical fibres used for spectroscopy, in addition to observing in conditions that are not always photometric. Starting with the two-dimensional spectral output from 2DfDR, we spectrophotometrically calibrate the data following the idlspec2d pipeline used for the SDSS DR6 (Adelman-McCarthy et al. 2008). We determine a curvature correction and relative flux calibration for each plate from the standard stars observed on each plate. The absolute spectrophotometric calibration is determined such that the flux of each object spectrum integrated over the SDSS filter curve matches the petrosian magnitude of the SDSS photometry for that object.

We typically assign three of the fibres on each 2dF plate
for observing standard stars. The spectroscopic standards are typically colour-selected to be F8 subdwarfs, similar in spectral type to the SDSS primary standard BD+17 4708. The spectrum of each standard star is spectrally typed by comparing it to a set of theoretical spectra generated from Kurucz model atmospheres (Kurucz 1992), using the spectral synthesis code SPECTRUM (Gray & Corbally 1994; Gray et al. 2001). A flux correction vector, a one-dimensional array of wavelength-dependent correction factors tied to the wavelength scale, is derived for each standard star by taking the ratio of its spectrum (in units of counts and after correcting for Galactic reddening, Schlegel et al. (1998) to its best-fit model (in units of ergs cm$^{-2}$ s$^{-1}$ A$^{-1}$). This is illustrated in Fig. 2. There are a small number of plates (2 out of a total of 392 for v08 of the GAMA data) that included no standard star observations. For these plates, we used the standard stars observed on the plate observed either just before or just after the plate lacking standard stars.

We first calculate an average flux correction vector from the standard stars on each plate. We select high signal-to-noise regions of the standard star spectra, and divide out this average correction vector (Fig. 3). By removing the overall average of the low-order shape in the standard star continuum in this way, we can fit the residuals to derive a plate-specific average curvature correction, to account for the declining CCD response at the extreme blue and red wavelengths. These residuals are fit with 4th order Legendre polynomials (Fig. 3b), and the average low order residual is found by taking the median of the Legendre coefficients. For spectral regions where the standard star spectra have $S/N > 12$, higher order fluctuations are also corrected. These higher order terms are found from the median Legendre coefficients after the low order terms are divided out. The flux calibration vector appropriate for each plate is constructed by multiplying the lower order residual fit and the high order residual fit. This vector is then fit with a B-spline, and the coefficients are used as the final flux calibration vector. Once the final flux calibration vector has been determined, it is applied to each individual spectrum on the plate, resulting in each spectrum being correctly flux calibrated, in a relative sense.

The final step in obtaining an absolute flux calibration then involves tying the spectrophotometry directly to the $r$-band Petrosian magnitudes measured by the SDSS photometry. This is accomplished by multiplying each individual spectrum by the SDSS $r$-band filter response. The SDSS magnitudes are based on photon counting, so this calculation is done by integrating $f_\lambda/\nu$ times the filter transmission function. We then determine the ratio of this flux with that corresponding to the SDSS Petrosian $r$-band magnitude for each object. The GAMA spectra are then linearly scaled according to this value. It is straightforward to modify this scaling factor if alternative photometric references are preferred. In particular, we are exploring the utility of Sersic $r$-band magnitudes as an alternative, although for the present the direct comparisons to SDSS measurements provide important consistency checks.

To test how well the applied flux calibration method agrees with the methods applied to SDSS fibre spectroscopy, we look to objects observed by both surveys. There are 637 objects observed by both SDSS and GAMA, which are mostly galaxies, but also including 120 standard stars. After removing a small number of spectra to exclude particularly noisy spectra or those with mismatched redshifts, Fig. 4 shows the median and 68th percentiles of the ratio of the normalised GAMA and SDSS spectra as a function of wavelength, after the flux calibration is applied to the GAMA spectra. The spectra are normalised by the median flux of each spectrum before taking the ratio, due to the different absolute flux calibrations applied (to the fibre magnitude in SDSS, and to the Petrosian magnitude in GAMA). It is clear from the solid line that the flux calibration applied to the GAMA spectra results in a good agreement across the entire wavelength regime with high fidelity, and best in the mid-wavelength range of the spectra. The extreme blue and red ends of the spectrum are noisier, and worst in the blue, but the overall agreement resulting from the flux calibration applied to the AAOmega spectra from GAMA is still robust. Overall, we find an accuracy of around 10% in the flux calibrated spectra, ranging to somewhat worse than 20% at the extreme wavelength ends of the spectra. There remains an unresolved issue associated with the level of the response in the blue end of the spectra, which is the focus of ongoing work. For this reason, we advise caution when working with the bluest spectral diagnostics (such as the [OII] emission line and the 4000 Å break) in the current generation of measurements. Based on this analysis, we estimate that the flux calibrated GAMA spectra are typically accurate to between $\sim 10 - 20\%$, although the small fraction of poorly spliced spectra and those affected by fringing are likely to be much worse. We note that this precision has been estimated using bright spectroscopic targets. For the fainter GAMA spectra it is likely that the spectrophotometric precision will not achieve this level, and we are also continuing to work on quantifying the dependence with magnitude.

4.2 Spectral signal-to-noise

Here we detail the continuum signal-to-noise ($S/N$) distribution for the GAMA spectra as a function of apparent magnitude (Fig. 5). The $S/N$ per pixel is quantified by measuring the median of the ratio of the observed flux to the noise in a 200 Å window at the centre of the blue and red arms. The noise is determined from the variance arrays described in (3). In the blue, the wavelength range 4600 – 4800 Å was selected, and 7200 – 7400 Å in the red. It can be seen that the $S/N$ properties vary as expected, with brighter tar-
targets shown that extend fainter than our nominal survey selection limit of $r = 19.8$ mag. These enter the survey as a result of our supplementary $K$- and $z$-band selection limits (Baldry et al. 2010), as well as the addition of a selection of “filler” targets. Due to galaxy clustering and the limitation of how closely fibres can be positioned with 2dF, there are frequently a number of fibres on any given plate that cannot be assigned to a primary survey target. In this case, and in order to maximise the scientific return from the survey, we allow fibres to be assigned to supplementary targets selected to support specific scientific programs (Driver et al. 2011). In particular, we allocate such filler fibres to target systems identified as interesting objects in the far-infrared by the Herschel-ATLAS survey, as well as to radio sources with carefully identified optical counterparts, that otherwise lack redshift or spectroscopic measurements (Ching et al. in prep.).

5 MEASUREMENT OF SPECTRAL FEATURES

The flux-calibrated 1D spectra are those used for all subsequent measured spectroscopic properties. Both emission lines and absorption features are measured. A variety of standard galaxy properties are catalogued based on these measurements, including Balmer decrements and star formation rates from the Hα and Hβ emission lines (Gunawardhana et al. 2013), spectral diagnostics (Baldwin et al. 1981) to discriminate AGN from star forming objects (Gunawardhana et al. 2013), metallicity measurements for the nebular gas from the emission line features (Foster et al. 2012; Lara-López et al., in prep.), stellar velocity dispersions from absorption features and the D4000 age-estimate parameter from the 4000 Å break, and more. This section details the measurement processes for quantifying the spectral features used in deriving these now standard properties for GAMA galaxies. The measurement of the specific properties themselves are detailed in the various papers presenting the analysis of those parameters, referenced above.

Emission lines are measured in two ways. We first fit Gaussians to a selection of common emission lines at appropriate observed wavelengths, given the measured redshift of each object.

Table 1. GAMA spectral emission lines measured by GANDALF.

<table>
<thead>
<tr>
<th>Emission line</th>
<th>wavelength (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HeII</td>
<td>3203</td>
</tr>
<tr>
<td>[NeV]</td>
<td>3345</td>
</tr>
<tr>
<td>[NeV]</td>
<td>3425</td>
</tr>
<tr>
<td>[OII]</td>
<td>3727</td>
</tr>
<tr>
<td>[NeIII]</td>
<td>3869</td>
</tr>
<tr>
<td>H5</td>
<td>3889</td>
</tr>
<tr>
<td>[NeIII]</td>
<td>3967</td>
</tr>
<tr>
<td>Hβ</td>
<td>3970</td>
</tr>
<tr>
<td>Hδ</td>
<td>4102</td>
</tr>
<tr>
<td>Hγ</td>
<td>4340</td>
</tr>
<tr>
<td>[OIII]</td>
<td>4363</td>
</tr>
<tr>
<td>HeII</td>
<td>4686</td>
</tr>
<tr>
<td>[ArIV]</td>
<td>4711</td>
</tr>
<tr>
<td>[ArIV]</td>
<td>4740</td>
</tr>
<tr>
<td>Hβ</td>
<td>4861</td>
</tr>
<tr>
<td>[OII]</td>
<td>4959</td>
</tr>
<tr>
<td>[OIII]</td>
<td>5007</td>
</tr>
<tr>
<td>[NI]</td>
<td>5199</td>
</tr>
<tr>
<td>HeI</td>
<td>5876</td>
</tr>
<tr>
<td>[O]</td>
<td>6300</td>
</tr>
<tr>
<td>[O]</td>
<td>6364</td>
</tr>
<tr>
<td>[NII]</td>
<td>6548</td>
</tr>
<tr>
<td>Hα</td>
<td>6563</td>
</tr>
<tr>
<td>[NII]</td>
<td>6583</td>
</tr>
<tr>
<td>[SII]</td>
<td>6716</td>
</tr>
<tr>
<td>[SII]</td>
<td>6731</td>
</tr>
</tbody>
</table>

Figure 5. The $S/N$ in the blue (left) and red (right) arms of the GAMA spectra, as a function of $g$- or $r$-band Petrosian magnitude, respectively. The solid and dashed lines show the median and 68th percentiles. It is clear that brighter targets have higher $S/N$, and also that the red arm of the AAOmega spectrograph is relatively more sensitive for a given exposure time. The magnitude limit of $r \approx 17.7$ mag at the bright end corresponds to the SDSS main galaxy sample limit of $r = 17.77$ mag. The GAMA selection limit of $r = 19.8$ mag at the faint end is also apparent. The objects outside these limits include bright targets not observed by SDSS due to fibre-collision limitations, and faint targets included through the additional $K$ and $z$-band selection limits (Baldry et al. 2014), together with specific additional filler targets (Ching et al. in prep.).
GAMA spectroscopic analysis

Figure 6. Upper left: The distribution of the ratio of [OIII]λ4956/[OIII]λ5007, showing consistency with the value fixed, for a given density and temperature, by quantum mechanics. The solid line is the median, and the dashed lines are the 68th percentiles. The expected ratio of \( \frac{1}{2} \) (Storey & Zeippen 2000) is shown as the dot-dashed line. Upper right: The flux ratio shown now as a function of the flux in the brighter line. The dashed line here is the expected value. The bottom panels reproduce this analysis for [SII]λ6716/[SII]λ6731, where the expected ratio is \( \frac{1}{1.4} \) (Osterbrock 1989).

This is performed for a subset of common emission lines via a simultaneous iterative \( \chi^2 \) fitting of positive emission peaks to these emission lines in three independent line groups, around the wavelengths of the [OII], H\( \beta \), and H\( \alpha \) lines. The local continuum spanning each fitting region is approximated with a linear fit. All lines in each group are fitted simultaneously. As well as the continuum coefficients and peak intensities, a small velocity offset (from the underlying GAMA redshift) is allowed, and a line width common to all lines in the group is also fit. Line width is constrained to lie between 0.5-5 times the instrumental PSF (3.4 CCD pixels, 3-5 Å). Each line group is fitted with independent values for the free parameters to accommodate small local variations in the spectral sampling. Flux values for individual lines are rejected if inclusion of a line in the global fit fails to improve the reduced \( \chi^2 \) value significantly (by a factor of 3). Typical GAMA sources exhibit only marginally resolved emission lines at the resolution of the AAOmega spectra. No attempt has been made to fit multiple emission components to composite emission line structures, such as the [OII] doublet, at this time. Integrated line flux, EW and the associated statistical errors are estimated from the fitting process. The errors are those associated with the formal Gaussian fitting process, and as shown in Figure 6.2 below, the error estimates are robust although likely to be somewhat underestimated for fainter galaxies. In addition, flags are provided to identify a variety of problematic cases, including failed measurements or lines falling in masked spectral regions, lines that are apparently too narrow to be fit (usually caused by bad pixels), and lines that are fit by the maximum allowed width of the fitting routine (a Gaussian \( \sigma = 10 \) Å), typically due to the presence of an intrinsically broad line. This provides a baseline set of emission line fluxes, equivalent widths, and S/N estimates. For those (small fraction of) objects such as broad-line active galactic nuclei (AGN) and sources that exhibit line splitting (indicative of either merging systems or starburst winds), the simple single Gaussian emission approximation will not provide useful estimates.

Independently, we also pursue a more sophisticated spectral measurement approach, in order to self-consistently derive both stellar kinematics and emission line properties. To do this, we use the publicly available codes pPXF (Cappellari & Emsellem 2004) and GANDALF (Sarzi et al. 2006). We first extract the stellar kinematics using pPXF, matching the observed spectra to a set of stellar population templates from Maraston & Strömbäck (2011) based on the MILES stellar library (Sánchez-Blázquez et al. 2006), masking the regions which could potentially be affected by nebular emission, given the observed redshift. For this step, we downgrade the spectral resolution of the pPXF models to match the GAMA spectral resolution, adopting a value of 2.54 Å (FWHM) for the MILES resolution (Beifiori et al. 2011). Next, we
use GANDALF v1.5 to simultaneously fit both Gaussian emission line templates and the stellar population templates, which are broadened to account for the derived stellar kinematics, to the data, while also correcting for diffuse (stellar continuum) obscuration. It is important to note that diffuse obscuration, i.e. that caused by diffuse dust in the galaxy, affects the entire spectrum, and no obscuration correction is applied purely to emission lines during the fitting process (even though this option is available). We made this decision in order to minimise the number of poor spectral fits caused by low spectral S/N that otherwise led to ambiguous emission-line fluxes, when noise was a more significant factor than reddening. A Calzetti (2001) obscuration curve is used in estimating the obscuration corrections to the stellar continuum, and is applied throughout the GANDALF measurement process. The nebular emission lines from GANDALF are subsequently corrected for obscuration using a Milky Way obscuration curve (Cardelli et al. 1989), as recommended by Calzetti (2001).

GANDALF’s simultaneous fitting mechanism allows us to accurately extract ionised gas emission from the stellar continuum, minimising contamination from stellar absorption, in order to calculate emission line fluxes and gas kinematics (velocities and velocity dispersions) from the Gaussian emission line templates. The outputs from this analysis are line fluxes and equivalent widths, velocity dispersions (from the stellar absorption lines in the best-fitting SEDs), and associated derived products such as Balmer decrement. A list of emission lines for which flux and equivalent width measurements are extracted is given in Table 1. The wavelengths for these lines are the wavelengths as measured in air, as opposed to the vacuum wavelengths used by SDSS (York et al 2000).

Our final set of measurements includes the flux, equivalent width and signal-to-noise ratio for each emission line, as well as a velocity dispersion inferred from the line width. We calculate an emission line ratio diagnostic classification (Baldwin et al. 1981) for each galaxy based on these measurements. The stellar velocity dispersion and $E(B-V)$ values from the SED fits, for both diffuse and nebular obscuration (if applicable), are also recorded. While stellar velocity dispersions are measured for all spectra, these are typically only robust for spectra having high S/N (e.g., Proctor et al. 2008; Shu et al. 2011, Thomas et al., in prep.). In addition, the best-fit SED template and associated $\chi^2$, along with a clean emission-line free absorption spectrum are available.

6 QUANTIFYING MEASUREMENT RELIABILITY

We explore the quality of our spectroscopic measurements thoroughly. Here we detail the internal reliability for measurements within each spectrum (§6.1), the repeatability of our measurements using duplicate observations (§6.2), and the self-consistency of our measurements between the two independent approaches we use (§6.3). We go on to outline the impact of stellar absorption on the Gaussian fit Balmer line measurements (§6.4), the reliability of velocity dispersion estimates (§6.5), and the extent of aperture effects (§6.6).

6.1 Internal consistency

A simple test of the internal consistency of our line measurements is to measure the ratios of emission lines from ionised species that should be fixed by quantum mechanics for fixed density and temperature, with the [OIII], [NII] and [SII] line pairs being obvious choices. Due to the stellar absorption of H$\alpha$ in the vicinity of the [NII] 6548 line, and (to a lesser degree) its proximity to the H$\alpha$ emission line itself, this particular ratio is less robust. Using the measurements from the Gaussian fits, in Fig. 6 we show the distribution of [OIII] 4956/[OIII] 5007 compared to the expected ratio of 1/2.98 (Storey & Zeippen 2000). The same is shown for [SII] 6716/[SII] 6731, where the expected ratio is 1/1.4 (Osterbrock 1989). Line ratios are only included in this analysis for pairs where the brighter of the two lines has a flux measurement above 3$\sigma$. In the right panels, the ratio is shown as a function of the flux of the brighter line. At lower flux (more specifically lower S/N), the fainter line is less easily detected, and a bias toward higher values of the ratio can be seen. This result demonstrates the robustness of the line fitting and measurement within each spectrum.

6.2 Duplicate measurements

A small number of GAMA spectra duplicate observations of particular targets, often due to the re-observation of objects where a low redshift quality was initially obtained. This is typically a consequence of the objects being at the fainter end of the GAMA target selection, and the results here are consequently illustrative of the robustness of the measurements for the fainter population. There is no attempt made to combine these duplicate GAMA spectra, or the measurements from them, due to the complex systematics involved in the flux calibration steps detailed above. We can, however, take advantage of these duplicate observations to understand the precision to which we can measure our emission line equivalent widths and fluxes. To do this, we select those duplicate measurements where both spectra have been allocated a redshift quality $3 \leq nQ \leq 4$ (Driver et al. 2011). We illustrate the differences between these duplicate measurements, using both the GANDALF and the Gaussian fits, for line fluxes (Fig. 7) and equivalent widths (Fig. 8) of the H$\alpha$ and [OIII] emission lines. These two line species were chosen for the following reasons. First, they represent the best- and worst-case scenarios with H$\alpha$ being (typically) a strong line in a high S/N region of the spectrum, and [OIII] being both weak (in many cases) and situated at the low S/N end of the spectrum. Thus, these two lines give an idea of the spread expected in the precision of the measurements across the full wavelength and S/N range. Second, the H$\alpha$ line is affected by underlying absorption due to the stellar continuum which is corrected for during the GANDALF fitting process. However, this correction relies critically on a robust model fit to the underlying stellar continuum and errors in this fit may add systematic uncertainties to the flux and equivalent width measurements. Such systematics are quantified by comparing the differences in the duplicate measurements to the quadrature sum of the uncertainties on the measurements (Fig. 7 and Fig. 10). The 68th percentiles are typically 1.5 to 2 units from the median, suggesting that the formal statistical errors on the line measurements are somewhat underestimated from both the GANDALF and the Gaussian fits. This is likely related to the fact that the duplicate spectra are dominated by fainter galaxy targets. For the fainter or lower S/N targets, the continuum level in the spectra tends to be noisier, and more affected by systematics such as poor scattered light subtraction or sky subtraction. This leads in turn to greater variation between the repeat measurements, as the continuum level estimated for either the Gaussian fitting or by GANDALF can be more easily over- or under-estimated. The errors on the line fitting may not accurately reflect the uncertainty in
Figure 7. Top row: The distribution of the ratio of the differences in the GANDALF emission line fluxes to the mean of the two flux measures for [OII] (left) and H\(\alpha\) (right), for repeat measurements of the same galaxy. The difference $\Delta f = f_1 - f_2$ is taken in the sense that $f_1$ comes from the spectrum with the higher $S/N$ of the pair of flux measurements. Bottom row: Distribution of the relative differences for Gaussian fit measurements. In each panel the solid line shows the median of the distribution, and the dashed lines show the 68th percentiles.

Figure 8. Same as Fig. 7 but for [OII] (left) and H\(\alpha\) (right) equivalent widths rather than fluxes. The top row shows the GANDALF results, while the bottom row shows the Gaussian Fit results.
Figure 9. Same as Fig. 7 but the difference is normalised by $\epsilon_{1,2} = \sqrt{\sigma_1^2 + \sigma_2^2}$. If no biases in the measurements exist due to differences in the spectrum $S/N$ ratio, then the distributions should be centred at zero and be symmetric. If the uncertainty estimates are accurate measures of the true uncertainties, then the 68th percentile values should be of order unity.

Figure 10. Same as Fig. 9 but for the line equivalent width measurements, rather than the fluxes.
Figure 11. Comparison of line flux measurements using GANDALF and Gaussian-fit methods. The top row shows the direct comparison of the two methods, with the deviation from the one-to-one relation for the Balmer lines being due to stellar absorption. The bottom row shows a histogram of the differences in the measurements normalised by the GANDALF measurement. The tails illustrate cases where the two values are quite different, with the spike visible at unity corresponding to cases where the Gaussian-fit flux is significantly smaller than the GANDALF value. The tail to negative values corresponds to the GANDALF measurement being significantly smaller than the Gaussian-fit value.

Figure 12. Same as Fig. 12 but for line equivalent widths rather than fluxes.
the continuum estimation. For brighter (higher $S/N$) targets, this is less likely to be a limitation for the Gaussian fits, although systematic underestimates in the uncertainties may still be possible in the GANDALF fitting if the continuum is not well-described by the underlying SEDs. Overall, the repeatability of the duplicate measurements is very high, with 1 $\sigma$ differences of less than 0.5 Å for the equivalent width of H$\alpha$ and less than 1 Å for [OII]. The repeatability of the flux measurements is similarly reliable, with 1 $\sigma$ variations of typically less than $5 \times 10^{-17}$ erg s$^{-1}$ cm$^{-2}$.

### 6.3 Self-consistency

Having established the precision of the emission line measurements in the GANDALF and Gaussian-fit catalogues individually, using the duplicate measurements, we now test for systematic biases which may be inherent in the different techniques used to determine the line equivalent widths and fluxes. To identify such potential biases, in Fig. [1] and Fig. [2] we investigate comparisons between the two measurement methods for the equivalent widths and fluxes, respectively, for the [OII], H$\beta$, [OIII] $\lambda$5007, H$\alpha$ and [NII] $\lambda$6584 line species. In these Figures, we only include comparisons where the emission line of interest is detected with an amplitude-to-noise ratio $A/rN > 3$ as determined for the GANDALF fits. Here $A/rN$ is the ratio of the line amplitude (from the Gaussian fit) to the standard deviation of the residual spectrum (Sarzi et al. 2006). We also limit ourselves to cases where both line measurements have an equivalent width greater than zero (noting that we take the convention that emission lines have positive equivalent widths). The forbidden lines, [OII], [OIII] $\lambda$5007 and [NII] $\lambda$6584 are chosen because they are not significantly affected by stellar absorption and probe a significant portion of the wavelength range covered by the AAOmega spectra. Since the GANDALF measurements correct for the effects of stellar absorption on the emission line measurements, the comparison between the Balmer line species, H$\beta$ and H$\alpha$, allows us to quantify the systematic effects of the underlying stellar absorption on the Gaussian-fit measurements.

Considering the forbidden lines only, the distributions are consistent with the one-to-one relation. The median and modes of the relative difference in the fluxes for [OII] and [OIII] $\lambda$5007 (lower panels, Fig. [1]) indicate offsets less than 5% (with a slight systematic toward the GANDALF measurements being larger). For the equivalent widths of [OII] and [OIII] $\lambda$5007, however, the median and modes of the relative differences (lower panels, Fig. [2]) indicate that the GANDALF values are systematically higher by around 10 − 15%. The likely cause of this small offset in the equivalent width measurements is in the different definitions used for the continuum flux estimates. The [NII] line, though, does not appear to be affected by an offset of the same magnitude (equivalent width differences of at most 5%), which further suggests that the bulk of the difference arises in the continuum estimate for the noisier blue arm of the spectra ([OIII] is always in the blue for GAMA spectra, while [OII] is in the blue for spectra with $z < 0.13$). The conclusion here is that the independent measurement of emission line fluxes is consistent in the median to better than 5%, with a dispersion consistent with the error measurements on the lines. The line EW estimates are also consistent to better than 5% in the red, and to 10 − 15% in the blue, again with dispersions consistent with the measured errors.

### 6.4 Stellar absorption

As expected for the Balmer lines, the GANDALF flux and equivalent width measurements are systematically higher than the Gaussian fit measurements due to stellar absorption, which is accounted for by GANDALF but not in the Gaussian fits. The difference is particularly conspicuous for the weaker H$\beta$ emission line where the stellar absorption can be large compared to the typical H$\beta$ emission strength. The relative difference in the equivalent width measurements for H$\beta$ is offset by $\sim 50\%$, while the offset is $\sim 15\%$ for H$\alpha$. The offset is dominated by the correction to the underlying stellar absorption in the GANDALF measurements, although the systematic offsets affecting the equivalent width measurements for [OII] and [OIII] may also be present at some level. We find that applying an average stellar absorption correction to the equivalent widths of 2.5 Å is appropriate in order to make the Gaussian line fits consistent with those from the GANDALF measurements. This can be seen explicitly in a comparison of the Balmer decrements from the GANDALF measurements compared against the stellar-absorption-corrected Gaussian fits in Fig. [13]. This figure also indicates the typical Case B recombination value of 2.86 for the Balmer decrement (Osterbrock 1989), assuming $T_e = 10000$ K and $n_e = 100$ cm$^{-3}$. Note, though, that the intrinsic Balmer decrement can be as high as $\sim 3$ for temperatures $T_e \approx 5000 − 6000$ K (e.g., López-Sánchez & Esteban 2009). The inferred stellar absorption correction of 2.5 Å is somewhat smaller (by $\sim 1$ Å) than the typical stellar absorption equivalent widths for disk galaxies (Kennicutt 1983), but consistent with the result found by Hopkins et al. (2003). This is also consistent with stellar absorption equivalent widths, from 1 − 2.5 Å, found in a sample of star forming galaxies by López-Sánchez & Esteban (2010), who show that the stellar absorption tends to increase with increasing stellar mass, or metallicity, of a galaxy. When the stellar absorption is marginally resolved, as it was for the SDSS spectra analysed by Hopkins et al. (2003), and as it is for the current AAOmega spectra, a Gaussian fit to the line flux requires a smaller correction.
Velocity dispersions, as measured by pPXF, are reliable for relatively high signal-to-noise spectra. Earlier work suggests a conservatively high threshold of \( S/N > 12 \) (Proctor et al. 2008), for extracting reliable velocity dispersions, but more recent work suggests that spectra with \( S/N > 5 \) (Shu et al. 2011, Thomas et al., in prep.) may still yield reliable measurements. Fig. 14 shows the repeatability of the velocity dispersion measurements from duplicate observations. The 68th percentile of this distribution is around two, implying that the measured velocity dispersion errors are underestimated by about a factor of two. This is likely a consequence of the relatively low \( S/N \) of the duplicate spectra available to make this measurement, though, especially in the blue (Fig. 5), since the absorption features used in constraining the velocity dispersion lie primarily in the blue half of the spectrum. In particular, errors in the estimate of the continuum level are again likely to be contributing substantially to the underestimate in the errors on the velocity dispersions, for the low \( S/N \) spectra. We have used duplicate spectra with \( S/N > 3 \) in order to sample enough duplicates for this analysis, since limiting the analysis only to \( S/N > 12 \) rejects the majority of the duplicate spectra. Consequently, since the velocity dispersion measurements rely largely on absorption lines at the blue end of the spectra, these low \( S/N \) duplicate spectra are likely to be less well characterised than those of higher \( S/N \).

6.6 Aperture effects

Due to the 2″ fibre diameter, emission from a galaxy that is larger than this on the sky will not be measured within the fibre (e.g., Hopkins et al. 2003; Brinchmann et al. 2004). A detailed analysis of the systematic effects in fibre-spectrograph measurements associated with fibre-positioning errors, efficiencies and aperture corrections is given by Newman (2002). Below we outline the extent of the aperture effects in the GAMA spectra.

Corrections to account for these aperture losses are incorporated into the flux calibration process above (§4), and are effectively multiplicative flux scalings. These can only ever be approximations, of course, making the assumption that the spectroscopic properties (such as line fluxes, or derived properties such as star formation rate) that lie outside the fibre aperture can be scaled by the broadband light profile available from the photometry. Kewley et al. (2005) highlight, for example, how aperture effects can bias the estimate of star formation rate, nebular metallicity and obscuration in galaxies. Gerssen et al. (2012) presents an analysis highlighting the potential biases involved, for a sample of galaxies at \( z < 0.1 \), in particular comparing estimates of star formation rate based on integral field data to those from aperture-corrected single-fibre measurements. They emphasise that a simple aperture correction of the kind applied here can underestimate the true effect by factors of \( \sim 2.5 \) on average, although with a large scatter. Circumventing the limitations of such a fixed fibre covering fraction can only truly be achieved with multiobject integral field spectroscopy, promised by the next generation of instrumentation such as the SAMI (Croom et al. 2012) instrument on the AAT. There is...
no simple systematic solution, because of the underlying variety of differently distributed star formation locations within galaxies. In the absence of such detailed measurements, a simple aperture correction still remains the best proxy for a total line luminosity or star formation rate for a galaxy, and we briefly discuss here the scale of these corrections for the GAMA spectra.

To illustrate the extent of the aperture corrections, Fig. 15 shows the aperture correction as a function of redshift. This can be compared against aperture corrections using a similar approach, seen in Fig. 25(a) of Hopkins et al. (2003), which shows the same quantity (given logarithmically) as a function of redshift for SDSS spectra. For the SDSS galaxies, the aperture corrections vary from factors of ~ 2 to 10 or more at the lowest redshifts. Comparing the SDSS galaxies with the GAMA targets, a larger fraction of the SDSS systems below $z \sim 0.1$ have aperture corrections larger than a factor of 5, due to the larger size on the sky of the low-redshift galaxies, despite the larger SDSS fibre aperture.

The GAMA spectra have been taken using 2″ diameter fibres, compared to the 3″ diameter fibres used by SDSS. This is not as problematic as might be initially assumed, however, as the GAMA targets (primarily $r < 19.8$) are fainter than those from SDSS ($r < 17.77$). Consequently, at a fixed redshift the typical GAMA target is significantly smaller (in kpc) than the typical SDSS galaxy. Similarly, at fixed mass, the typical GAMA target is at higher redshift, and so smaller (in arcsec). It turns out that the distribution of aperture sizes in units of the effective radius are very similar between GAMA and SDSS. Thus, as a consequence of the fainter magnitude limit, and greater redshift depth, despite the fact that 2dF/AAOmega has smaller fibres than SDSS, we are no more susceptible to aperture effects.

7 EMISSION LINE RATIOS

Ratios of bright emission line measurements for galaxies are commonly used to constrain the obscuration (through the Balmer decrement, Hα/Hβ), or to discriminate between a supermassive black hole (active galactic nucleus, AGN) or star formation (SF) as the photoionisation source. A typical spectroscopic diagnostic use for the latter discrimination compares the [OIII]/Hβ to [NII]/Hα ratios, following Baldwin et al. (1981). In this section we demonstrate the range of such properties present in the GAMA sample. Here we show results using the Gaussian fits to the emission lines, although we see identical trends if we use the GANDALF measurements.

7.1 Balmer decrement

The Balmer decrement is calculated as the ratio of stellar-absorption corrected line flux, Hα/Hβ. The distribution of Balmer decrement, as a function of stellar absorption corrected and aperture corrected Hα luminosity, is shown in Fig. 16 (see also Gunawardhana et al. 2013). Gallaxies are only shown in this figure if they have $S_{\text{H}\alpha} > 25 \times 10^{-17}$ erg s$^{-1}$ cm$^{-2}$, and local volume flow corrected redshifts in the range $0.001 < z < 0.35$. The flux limit corresponds to the limit at which the emission lines are robustly measured (Gunawardhana et al. 2013). The lower redshift limit excludes galaxies with erroneously low redshift measurements or stellar contaminants (Baldry et al. 2012). The upper redshift limit is where Hα falls outside the observational range of such properties present in the GAMA sample.
able spectral range. The trend demonstrates that high line luminosity systems show a much broader distribution of obscuration properties than lower luminosity galaxies, consistent with earlier results ([Hopkins et al. 2001, 2003; Pérez-González et al. 2003; Afonso et al. 2003; López-Sánchez 2010; Gunawardhana et al. 2011]).

With the numbers of galaxies available to us in the GAMA sample, we can explore the distribution of obscuration properties in more depth by looking at trends with both mass and redshift. We find results that are consistent with, and complementary to the early SDSS work by [Kauffmann et al. 2003a] as well as many other recent works. Fig. 17 demonstrates that the low stellar mass galaxies tend to have lower Hα luminosities, and low overall levels of obscuration. Progressively higher mass systems, which can sustain higher levels of star formation, tend to display both higher levels of Hα luminosity and more extreme Balmer decrements. Note that Fig. 17 shows the Hα luminosity before correcting for obscuration, so the difference in intrinsic luminosities between low and high mass systems will be enhanced. Interestingly, at the highest masses, there is a detectable division into high Hα luminosity, high obscuration systems, and lower Hα luminosity, low obscuration systems. These high-mass, lower luminosity systems have low specific star formation rates, and given their low obscurations are likely to correspond to objects undergoing the transition from the blue cloud to the red sequence (e.g., [Baldry et al. 2004]). This population is explored in more detail in Taylor et al. (in prep).

When these trends are explored as a function of redshift the same broad picture emerges, a consequence of the apparent magnitude limit of GAMA resulting in high-mass systems being preferentially identified at higher redshift. There is a detectable difference at higher redshift, with the absence of high-mass systems displaying low luminosities and obscurations. This is likely to be a consequence of Malmquist bias, with such low-luminosity systems not being able to be detected at higher redshift.

The interesting point to highlight here is that there is a bivariate selection effect at work when exploring the properties of emission lines in a spectroscopic survey of a broad-band magnitude-limited sample. The broad-band magnitude limit, to first order, corresponds to a (redshift-dependent) stellar-mass limit. This is subsequently subjected to an emission line flux limit through the spectroscopic observations, which, again to first order, corresponds to a (redshift-dependent) luminosity limit. There will always be galaxies that are bright enough in the continuum to be targeted spectroscopically, but whose emission properties are too faint to detect. These can be accounted for with appropriate completeness corrections. There will also exist galaxies that are brighter than the spectroscopic sensitivity limits, but which never enter the spectroscopic sample as their hosts are fainter than the broad-band magnitude limits used to select the targets. This component cannot be accounted for with completeness corrections since their host population is not well-defined. The consequences of these bivariate selection effects in GAMA are discussed in detail in Gunawardhana et al. (2013).

7.2 Spectral diagnostics

The ratios of forbidden emission lines to Balmer lines have been used for many decades now as discriminators between different sources of photoionisation ([Baldwin et al. 1981; Veilleux & Osterbrock 1987; Kewley et al. 2001]. In Fig. 18 we show the most commonly used diagnostic diagram, [OIII]/Hβ as a function of [NII]/Hα, for the full GAMA sample. Systems shown here are again limited to those with $S_{Hα} > 25 \times 10^{-17}$ erg s$^{-1}$ cm$^{-2}$, and local volume flow corrected redshifts in the range $0.001 < z < 0.35$. This Figure discriminates star forming galaxies (below the dashed line) from those where the ionisation arises from an AGN (above the solid line), with galaxies between these discriminators commonly treated as composite systems. Of the emission line systems in GAMA, the majority are classified as star forming in this fashion. Only about 12% of the galaxies with measured [NII],[OIII], Hα and Hβ fluxes, and quality nQ $>$ 3, are classified as AGN.

Again capitalising on the sample size available with GAMA, we explore the mass and redshift dependencies of the star formation and AGN distributions, shown in Fig. 19. Perhaps not too surprisingly, the trends visible here highlight that AGN systems are more prevalent in more massive galaxies, and given the magnitude-limited nature of the sample, these are more visible at higher redshift. At the lowest masses, the galaxy population is almost completely dominated by star forming systems. As galaxy stellar mass increases, there is a progressive increase in the proportion of AGN systems. These results are consistent with those demonstrated from the SDSS ([Kauffmann et al. 2003b; Hao et al. 2005]).

It is also worth noting the morphology of the region populated by the star forming galaxies in Fig. 19. The star forming population moves from a region of low [NII]/Hα and high [OIII]/Hβ for low mass systems, corresponding to low metallicities, progressively to having high values of [NII]/Hα and low values of [OIII]/Hβ for galaxies of high stellar mass, corresponding to high metallicities. This transition reflects the well-established mass-metallicity relationship for galaxies (e.g., Tremonti et al. 2004; Kewley & Ellison 2008; Lara-López et al. 2010). Details of the metallicity properties of galaxies in the GAMA sample are presented by Foster et al. (2012) and Lara-López et al. (2013).

The redshift dependencies of this spectral diagnostic are also illuminating. As with the Balmer decrements, in a broad sense the redshift trends reflect the mass dependencies due to the magnitude-limited nature of the survey, which leads to high-mass systems preferentially being found at higher redshift. Interestingly, though, at the lowest redshift there is a population of LINER-like AGN, with high [NII]/Hα with low [OIII]/Hβ ([Schawinski et al. 2007]), which are relatively high-mass systems. This ionisation signature may also be more characteristic of shock-excitation than the more prevalent active nucleus driven ionisation in massive galaxies ([Sharp & Bland-Hawthorn 2010; Farage et al. 2010; Rich et al. 2010, 2011]).

8 CONCLUSION

We have detailed above the processes involved in compiling, processing, calibrating and measuring the AAOmega spectra that underpin the GAMA multiwavelength survey. Details of the spectroscopic flux calibration provided in Fig. 14 show that we achieve a precision of about 10–20%. The continuum S/N in the spectra is higher in the red than in the blue, being typically $\sim$ 10 in the red and $\sim$ 5 in the blue for the brightest targets, and decreasing as expected for fainter targets. The spectroscopic measurement reliability has been quantified in terms of internal consistency, repeatability and self-consistency between independent approaches to the emission line measurements. These analyses demonstrate that the various measurements give consistent results with robustly estimated uncertainties. It is important to note that we provide both the relatively direct Gaussian fit measurements, as well as those from the more sophisticated GANDALF fitting, as GAMA data products. We do this.
recognitiong that there will be some spectra for which GANDALF is not able to make a reliable measurement (such as a badly spliced spectrum where the SED fitting has failed), but for which reliable Gaussian fits to the emission features can still be made. There are also likely to be a variety of science cases where having a larger number of simple measurements is more valuable than having a smaller number of more refined measurements, and vice-versa. To facilitate both aspects, both sets of measurements are provided.

The GAMA survey has already produced a broad cross-section of insights into the properties of galaxy evolution, and as the survey progresses it will continue to provide a unique and valuable spectroscopic and multiwavelength resource for studies of galaxy formation and evolution for many years to come. All the GAMA results that have been published to date are based only on data from GAMA I, i.e., the 144 deg$^2$ contained within the three Equatorial fields, G09, G12, G15, taken during observing campaigns spanning 2008–2010. The GAMA survey has continued through 2010–2012 with additional observations of the Equatorial fields, to expand the area and achieve a uniform survey depth of $r_{pet} < 19.8$ mag, as well as opening up two new Southern fields, G02 and G23. The goal is to survey a total area of 280 deg$^2$ to a uniform depth of $r_{pet} < 19.8$ mag, resulting in $\sim 300000$ galaxy spectra. To date, over 220000 spectra have been measured.

We illustrate the data quality and utility with a simple exploration of how obscuration in galaxies varies with galaxy mass and redshift, using the Balmer decrement. We find, consistent with earlier work, a luminosity-dependence in galaxy obscuration. This effect is seen both as a function of mass and redshift, largely as a consequence of the magnitude-limited nature of the survey. We do identify, though, a population of high mass, low H$\alpha$ luminosity systems, with relatively low obscuration, that are likely to be systems transitioning from the blue cloud to the red sequence. We also explore the mass and redshift dependence of the spectral diagnostic diagram, finding that AGN systems are more prevalent in higher mass galaxies, which are more numerous at higher redshifts in magnitude limited samples like GAMA. Higher mass systems are also less likely to have lower [NII]/H$\alpha$ ratios, consistent with having higher nebular metallicities, and reflecting the well-established mass-metallicity relationship for galaxies. Both of these results and more are being explored in more detail in a variety of works in progress.

The raw and processed GAMA spectra, and the derived data products, are being progressively released to the public through staged Data Releases. The data and data products will be available from the GAMA web site [http://www.gama-survey.org/](http://www.gama-survey.org/). The GAMA team welcomes proposals from external investigators interested in collaboratively using the dataset while it is still proprietary, by contacting the team leaders at gama@gama-survey.org.
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