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ABSTRACT
The Nancy Grace Roman Space Telescope, NASA’s next flagship observatory, will re-
define deep-field galaxy survey with a field of view two orders of magnitude larger than
Hubble and an angular resolution of matching quality. These future deep-wide galaxy
surveys necessitate new simulations to forecast their scientific output and to optimise
survey strategies. In this work, we present five realizations of 2-deg2 lightcones, con-
taining a total of & 25 million simulated galaxies with −16 & MUV & −25 spanning
z ∼ 0 to 10. This dataset enables a new set of experiments with the impacts of sur-
vey size on the derived galaxy formation and cosmological constraints. The intrinsic
and observable galaxy properties are predicted using a well-established, physics-based
semi-analytic modelling approach. We provide forecasts for number density, cosmic
SFR, field-to-field variance, and angular two-point correlation functions, and demon-
strate how the future wide-field surveys will be able to improve these measurements
relative to current generation surveys. We also present a comparison between these
lightcones and others that have been constructed with empirical models. The mock
lightcones are designed to facilitate the exploration of multi-instrument synergies and
connecting with current generation instruments and legacy surveys. In addition to
Roman, we also provide photometry for a number of other instruments on upcoming
facilities, including Euclid and Rubin, as well as the instruments that are part of many
legacy surveys. Full object catalogues and data tables for the results presented in this
work are made available through a web-based, interactive portal.
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1 INTRODUCTION

Over the past three decades, observations with the Hub-
ble Space Telescope have revolutionized our understanding
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of the assembly histories of galaxies in the context of the
Universe’s overall evolutionary history. The multi-cycle trea-
sury program Cosmic Assembly Near-infrared Deep Extra-
galactic Legacy Survey (CANDELS; Grogin et al. 2011;
Koekemoer et al. 2011) has established a handful of rela-
tively well-surveyed legacy fields driven mainly by Hubble
in conjunction with the Spitzer Space Telescope and many
ground-based telescopes. These surveys reliably reach a 5σ
depth of ∼ 26.5 (with some variation across different fields).
The five CANDELS legacy fields combined cover a total of
∼ 850 arcmin2, reaching galaxies as far as z ∼ 11 (e.g. Tac-
chella et al. 2022; Finkelstein et al. 2022b). Within the cov-
erage of the CANDELS fields, the Hubble Ultra Deep Field
(HUDF; Beckwith et al. 2006; Ellis et al. 2013; Koekemoer
et al. 2013) and the eXtreme Deep Field (XDF; Illingworth
et al. 2013; Oesch et al. 2013, 2018) have pioneered imaging
the extremely deep universe, reaching a 5σ depth of ∼ 29.8,
at the expense of long exposure times.

The Nancy Grace Roman Space Telescope1, or Roman
in short, NASA’s next premier space-based observatory, is
expected to survey the Universe at unprecedented efficiency
with its extreme wide-field survey capability (Spergel et al.
2013, 2015). As of today, the Roman mission has been con-
firmed by NASA in March 2020, passed various critical de-
sign reviews in 2021, and is on track towards an anticipated
launch date before May 2027. Roman’s advanced optical sys-
tem and its onboard Wide Field Instrument (WFI) together
offer a field of view of ∼ 0.28 arcmin2, which is approxi-
mately a hundred times bigger than that of Hubble, and
possesses an infrared sensitivity that is comparable to or ex-
ceeding that of Hubble (Pasquale et al. 2014, 2018). In other
words, the size of a single Roman WFI pointing is compa-
rable to the total area of the five legacy CANDELS fields
combined. In this new era of deep-field galaxy surveys, ev-
ery Roman field is a wide field when compared to current
generation observations.

Roman’s wide-field capabilities will enable coverage
over larger survey areas with many fewer pointings, which ef-
fectively permits longer exposure over the targeted fields and
increases the survey depths relative to past Hubble galaxy
surveys with similar survey size and allocated time. There-
fore, the new generation of deep-field galaxy surveys enabled
by Roman is expected to reach (or even surpass) the depth
of HUDF over areas that are orders of magnitude larger than
current generation CANDELS fields (see the Roman Ultra
Deep Field concept described in Koekemoer et al. 2019).
Furthermore, Roman will, for the first time, enable high-
redshift (e.g. z > 6) surveys spanning multiple square de-
grees that reach depths comparable to Hubble extragalac-
tic legacy surveys (e.g. CANDELS). Current surveys at this
scale are driven largely by ground-based instruments, such
as the Spitzer/HETDEX Exploratory Large Area survey
(SHELA; Papovich et al. 2016; Stevans et al. 2018, 2021;
Wold et al. 2019), the Great Optically Luminous Dropout
Research Using Subaru HSC survey (GOLDRUSH; Harikane
et al. 2018, 2022a; Ono et al. 2018; Toshikawa et al. 2018),
and the Lyman Alpha Galaxies in the Epoch of Reioniza-
tion survey (LAGER; Zheng et al. 2017; Hu et al. 2019; Wold
et al. 2022). These large surveys by ground-based telescopes

1 https://roman.gsfc.nasa.gov

have identified millions of sources up to z ∼ 7, providing
robust constraints for the number density and clustering
statistics of bright, massive objects. However, ground-based
instruments are subject to various disadvantages compared
to their space-based counterparts and are less ideal for high-
redshift explorations. Future Roman surveys will provide
higher angular resolution images, and reach depths that are
not accessible from the ground, particularly in the near-IR.
These surveys are expected to deliver robust statistical con-
straints on the physical properties and spatial distributions
of galaxies across cosmic time and on the clustering of galax-
ies, which have strong implications for the nature of dark
matter and the formation of large-scale structure. Further-
more, these large survey areas will be crucial for robustly
constraining the number density of rare, luminous galaxies
at extreme redshifts (Harikane et al. 2022b).

While JWST (Gardner et al. 2006), NASA’s latest
space-based observatory, remains the most sensitive infrared
telescope in operation and will be the powerhouse for ultra-
deep surveys (e.g. mAB > 29), its relatively narrow field of
view is not expected to significantly increase survey area
compared to past Hubble surveys. Wide-field JWST pro-
grams, such as Cycle 1 GO/Treasury program COSMOS-
Web (Kartaltepe et al. 2021; Casey et al. 2022, ∼ 0.60 deg2),
will still be able to cover areas that are comparable to
a handful of WFI pointings and are therefore an impor-
tant pathfinder to inform future Roman deep-field survey
strategies. Thanks to the excellent launch delivered by ESA
and Arianespace that resulted in significant conservation
of JWST ’s on-board fuel, its expected mission lifespan has
been prolonged to upwards of 15 to 20 years. This implies
that JWST is expected to overlap significantly with NASA’s
Roman, NSF’s Vera C. Rubin Observatory, and ESA’s Eu-
clid mission. Therefore, the synergy across JWST and these
flagship observatories plays a crucial part in increasing the
scientific productivity of all facilities. For instance, JWST
wide-field surveys are important pathfinders for future deep-
wide surveys that are expected to be conducted by these
next generation wide-field survey instruments. JWST ’s su-
perb sensitivity, mid-IR coverage, and high-resolution spec-
troscopic capabilities are also suitable for follow-up investi-
gations complementary to the wide-field surveys.

In anticipation of this new generation of deep-wide sur-
veys, predictions or forecasts of galaxy population proper-
ties over large volumes are essential for the assessment and
development of optimal survey strategies, studying syner-
gies between planned observations with different facilities,
and ultimately realizing the full scientific potential of these
observations. There are three main approaches for mod-
elling galaxy formation: numerical hydrodynamic simula-
tions, semi-analytic models, and empirical models. The first
two approaches are similar in that they are based on a set
of a priori physical processes, such as gas cooling and in-
flow, star formation and stellar feedback, chemical enrich-
ment, and black hole growth and feedback (Somerville &
Davé 2015; Naab & Ostriker 2017). In empirical approaches,
either a mapping is created between dark matter halos and
galaxy properties using observational constraints, as in sub-
halo abundance matching models (SHAMs, Wechsler & Tin-
ker 2018), or models are constructed based purely on existing
observations (e.g. JADES, Williams et al. 2018). Numerical
hydrodynamic simulations provide very detailed predictions,
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but it is currently very challenging or impossible to run sim-
ulations with volumes comparable to the anticipated next
generation of wide-field surveys. Empirical models can very
efficiently populate large volumes, but they have limited pre-
dictive or interpretive power, and are not able to produce
self-consistent predictions for multiple galaxy components.
Semi-analytic models are based on physical processes set
within a cosmological framework, and self-consistently pre-
dict multiple components of galaxies (such as stars, metals,
dust, and different phases of gas) (Somerville & Primack
1999; Somerville et al. 2015; Benson 2010; Cowley et al.
2018; Henriques et al. 2015, 2020). At the same time, they
are computationally efficient enough to be able to explore
parameter space, and create forecasts for relatively large
volumes. In the past, this type of theoretical framework has
been shown to be a valuable tool that adds scientific value
to high-redshift galaxy surveys, including the interpretation
of the CANDELS surveys (Somerville et al. 2021) and can
facilitate the planning of future JWST survey programs,
such as CEERS2, NGDEEP3, and PRIMER4 (Yung et al.
2022). These models are also useful for cross-correlating with
a large set of anticipated results from intensity mapping sur-
veys, such as EXCLAIM (e.g. Switzer et al. 2021; Yang et al.
2021; Pullen et al. 2022). Useful predictions for JWST have
also been made by other groups using semi-analytic models
(e.g. Dayal et al. 2014, 2015; Cowley et al. 2018) and hydro-
dynamic cosmological simulations (e.g. Vogelsberger et al.
2020; Kannan et al. 2022a,b; Wilkins et al. 2022a,b).

Lightcones are an effective tool for bridging the gap be-
tween simulations and observations. Conventional numeri-
cal techniques are carried out by tracking the positions and
velocities of mass particles within a simulated cubical (co-
moving) volume and provide predictions of galaxy properties
in snapshots at discrete output times. However, of course
when we observe the Universe, we observe galaxies along a
past lightcone. Based on snapshots output by numerical sim-
ulations, galaxies and halos within a cubical simulated vol-
ume can be sampled along such a past lightcone, and mock
catalogs constructed in this way are commonly referred to as
lightcones. Lightcones can be constructed based on hydro-
dynamic simulations (e.g. Snyder et al. 2017, 2022) or with
halos extracted from N -body simulations and filled in with
galaxies from empirical models (e.g. Behroozi et al. 2019;
Drakos et al. 2022) or semi-analytic models (Overzier et al.
2013; Bernyk et al. 2016; Smith et al. 2017; Barrera et al.
2022). We note that this is a broad overview of lightcone
construction and refer the reader to the above referenced
works for detailed descriptions.

While lightcones extracted from hydrodynamic simu-
lations contain spatially resolved galaxies that are tracked
self-consistently within the simulated environment, the size
and mass resolution of these lightcones are limited due to
the relatively high computational expense of the underlying
hydro simulations. On the other hand, semi-analytic models

2 The Cosmic Evolution Early Release Science Survey (Finkel-
stein et al. 2017, 2022c,a; Bagley et al. 2022)
3 The Next Generation Deep Extragalactic Exploratory Public
Survey (Finkelstein et al. 2021)
4 The Public Release IMaging for Extragalactic Research Survey

(Dunlop et al. 2021)

and empirical methods built on top of cheaper dark mat-
ter only simulations provide a more cost effective alterna-
tive, enabling larger area mock fields to be simulated. In
anticipation of upcoming multi- deg2 deep-wide surveys, we
present physically-based mock catalogues with tens of mil-
lions of galaxies constructed based on the halos from the
Bolshoi-Planck simulation (Klypin et al. 2016) and galax-
ies predicted by the physically-motivated Santa Cruz SAM
(Somerville et al. 2015).

This work is built based on the well-established Santa
Cruz Semi-analytic models (Somerville & Primack 1999;
Somerville et al. 2015), which have been extensively com-
pared with observations (Somerville et al. 2015; Yung et al.
2019a,b, 2021) and with the predictions of numerical hydro-
dynamic simulations (Pandya et al. 2020; Gabrielpillai et al.
2022). In particular, this work builds on the techniques pre-
sented in Somerville et al. (2021) and the Semi-analytic fore-
casts for JWST paper series (Yung et al. 2019a,b, 2020a,b,
2021). In these works, the SC SAM modelling framework was
shown to reproduce existing constraints on physical and ob-
servable properties of high-redshift galaxies (4 < z < 10)
and AGN (2 < z < 7), as well as their subsequent im-
pact on the cosmic hydrogen and helium reionization his-
tory. The final paper of the series (Yung et al. 2022) pre-
sented a large collection of wide-field (∼ 1000 arcmin2) and
ultra-deep (rest-frame MUV . −12) lightcones and associ-
ated data products. In this complementary paper, we present
a set of 2-deg2 lightcones, with the aim of providing physi-
cally accurate predictions for the large-scale distribution and
clustering of galaxies. Using these predictions, we present
quantitative predictions for the expected uncertainty due to
field-to-field variance in both one-point distributions (ob-
ject counts) and two-point statistics (two-point correlation
functions). In addition to Roman, Euclid, and Rubin, the
dataset also includes photometric bands presented in past
CANDELS and JWST mock catalogues, and can be used to
explore the synergy across Roman, JWST, Hubble, Spitzer,
and many ground-based observatories. In this work series,
we use two NASA flagships, Roman and JWST as practical
examples to demonstrate how these predictions can be used.
The physically motivated predictions made with the Santa
Cruz semi-analytic model can be easily adapted to make
predictions for other space- and ground-based facilities.

All mock catalogues and simulated results presented in
this work series are accessible through the project home-
page5 and the Flatiron Institute Data Exploration and Com-
parison Hub (Flathub6).

The key components of this work are summarized as
follows: we provide a concise summary of the galaxy forma-
tion model and present the simulated lightcones in Sections
2 and 3, respectively. We present the main results in Section
4. We discuss our findings in Section 5, and a summary and
conclusions follow in Section 6.

5 https://www.simonsfoundation.org/semi-analytic-forecasts/
6 https://flathub.flatironinstitute.org/group/sam-forecasts

MNRAS 000, 1–24 (2022)

https://www.simonsfoundation.org/semi-analytic-forecasts/
https://flathub.flatironinstitute.org/group/sam-forecasts


4 L. Y. A. Yung et al.

2 LIGHTCONE CONSTRUCTION PIPELINE WITH
PHYSICAL MODELS

In this section, we provide a concise summary of the
semi-analytic model (SAM) for galaxy formation developed
over the years by the Santa Cruz group and collaborators
(Somerville & Primack 1999; Somerville et al. 2008, 2012,
2015; Popping et al. 2014). We refer the reader to these pa-
pers for a full description of the model components. The
specific models and configurations for galaxies and AGN are
documented in Yung et al. (2019a, 2021) and Somerville
et al. (2021). Free parameters in these models are cali-
brated as described in Yung et al. (2019a) and Somerville
et al. (2021). Throughout this work, we adopt cosmolog-
ical parameters Ωm = 0.308, ΩΛ = 0.692, H0 = 67.8
km s−1Mpc−1, σ8 = 0.831, and ns = 0.9665; which are
broadly consistent with the ones reported by the Planck Col-
laboration in 2015 (Planck Collaboration XIII 2016) and are
consistent with the rest of the paper series. All magnitudes
presented in this work are expressed in the AB system (Oke
& Gunn 1983) and all uses of log are base 10 unless other-
wise specified. The calculations in this work are carried out
with ASTROPY (Robitaille et al. 2013; Price-Whelan et al.
2018), NUMPY (van der Walt et al. 2011), SCIPY (Virtanen
et al. 2020), and pandas (Reback et al. 2022). We provide
the code that we used to calculate the co-moving volume of
the lightcone slice in Appendix B. This simple calculation is
essential to deriving many volume-averaged quantities pre-
sented in this work.

2.1 Dark matter cones and merger histories constructions

The set of five realizations of 2-deg2 lightcones presented in
this work are constructed with the same process detailed in
Somerville et al. (2021) and Yung et al. (2022). The dark
matter halos that form the basis of the 2-deg2 lightcones are
sourced from the Small MultiDark-Planck (SMDPL) simu-
lation from the MultiDark simulation suite (Klypin et al.
2016). This dark matter-only N -body simulation has a vol-
ume of (400 Mpc h−1)3 and dark matter particle mass of
MDM ∼ 9.6 × 107 M� h

−1. Here h denotes h100 ≡ H0/100.
Halos in this cosmological simulation are identified using
the six-dimensional phase-space halo finder rockstar and
consistent trees (Behroozi et al. 2013a,b). We refer the
reader to Rodŕıguez-Puebla et al. (2016) for details on the
halo catalogues. As in that work, we adopt the halo virial
mass definition from Bryan & Norman (1998). The mass
threshold for resolved halos is set to Mres ∼ 1010 M�, which
is equivalent to the mass of ∼ 100 dark matter particles.

The dark matter halos in SMDPL are then arranged
into mock observed fields spanning 2-deg2 each between
0 . z . 10, using the lightcone package that is released as
part of UniverseMachine (Behroozi et al. 2019). For each
lightcone realization, the lightcone tool picks a random ori-
gin and viewing angle within the base dark matter-only sim-
ulation (see Table 1), and includes all halos that fall within
the specified survey area. The tool makes use of the periodic
boundary conditions when halos lie beyond the boundary
of the simulated volume. The distance along the lightcone
axis determines the redshift of the simulation snapshot from
which halo properties are taken. While the lightcones in this
paper were allowed to pass through the same region of the

simulation volume multiple times, since the halos are sam-
pled at a random angle, it is unlikely that a slice of the
lightcone will be repeated in the same redshift slice (which
happens only if halos are sampled in a slice that is perpen-
dicular to the boundary of the simulation). We refer the
reader to Behroozi et al. (2020) for a full description.

For all halos in the lightcone, we use the virial mass
of each halo as the ‘root mass’ and construct a Monte
Carlo realization of the merger history using an extended
Press-Schechter (EPS)-based method (Lacey & Cole 1993;
Somerville & Kolatt 1999; Somerville et al. 2008). These
semi-analytically constructed dark matter halo merger trees
resolve progenitor halos down to a limiting mass of ∼ 1010

M� or 1/100th of the root halo mass, whichever is smaller,
for all halos. These merger trees are shown to be qualita-
tively similar to the ones extracted from N -body simula-
tions, and the EPS method enables us to simulate galaxies
over a much larger dynamic range than if we had used the
merger trees extracted from the N -body simulation. We note
that due to the limitations of the EPS algorithm, the halo
merger trees do not account for environmental influences,
such as assembly bias. We are in the process of developing
a merger tree algorithm that account for these effects with
machine learning methods (T. Nguyen et al. in preparation)
based on N -body cosmological simulations with extremely
high mass and temporal resolution (Yung et al. in prepara-
tion).

2.2 The semi-analytic galaxy formation model

Using the halos and their merger histories described in the
previous section as input, semi-analytic models provide de-
tailed predictions for the star formation histories and a wide
variety of other physical properties of galaxies, which can
then be forward modelled into observable properties. The
Santa Cruz SAM consists of a collection of carefully cu-
rated physical processes that are either described analyti-
cally or derived from observations and hydrodynamic sim-
ulations. These processes include gas cooling and accretion,
star formation, stellar feedback, chemical evolution, black
hole growth, and AGN feedback. We refer the reader to the
schematic flow chart (fig. 1) in Yung et al. (2022) for a com-
prehensive illustration of the internal workflow of the Santa
Cruz SAM.

As in Yung et al. (2022) and the rest of the Semi-
analytic forecasts for JWST series papers, we adopt the
fiducial ‘GK–Big2’ model, which includes a multi-phase gas
partitioning recipe motivated by numerical simulation re-
sults from Gnedin & Kravtsov (2011, denoted by GK). The
cold gas in the galactic disc is partitioned into a neutral,
ionized, and molecular component, and an observationally-
motivated H2-based star formation recipe from Bigiel et al.
(2008, denoted by Big) is adopted, where the slope of the
relation between surface densities of SFR, ΣSFR, and molec-
ular hydrogen, ΣH2 , is unity at lower gas surface densities,
and the slope of the relation steepens to ΣSFR ∝ (ΣH2)2

above a critical surface H2 density. Popping et al. (2014)
and Somerville et al. (2015) implemented several models for
cold gas partitioning and cold gas-based or H2-based SF re-
lations, and showed the impact of these different modelling
assumptions on galaxy properties. The predicted cold gas
properties are compared with the IllustrisTNG simulations

MNRAS 000, 1–24 (2022)
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and ALMA observations in Popping et al. (2019b). Yung
et al. (2019a) and Yung et al. (2019b) further experimented
with a subset of star-formation relations and found that the
fiducial model choices adopted here best reproduce the ob-
served evolution in the galaxy population at 4 ≤ z ≤ 10.

Like any physical models that utilize analytic or ‘sub-
grid’ prescriptions, the Santa Cruz SAM contains free pa-
rameters that must be calibrated to match global galaxy
observations (see discussion in Somerville et al. 2015). We
refer the reader to Somerville et al. (2008, 2015) for detailed
descriptions of the full set of parameters in the model. The
Santa Cruz SAMs are typically calibrated ‘by hand’ to re-
produce a set of z ∼ 0 observational constraints, including
stellar-to-halo mass ratio (Rodŕıguez-Puebla et al. 2017),
stellar mass function (Bernardi et al. 2013), MBH–Mbulge

relation (McConnell & Ma 2013), cold gas metallicity (An-
drews & Martini 2013; Zahid et al. 2013; Peeples et al. 2014),
stellar metallicity (Gallazzi et al. 2005), and cold gas fraction
(Boselli et al. 2014; Peeples et al. 2014; Calette et al. 2018).
We do not tune the models to match z > 0 observations.
In Yung et al. (2019a), we updated the cosmological pa-
rameters to be consistent with more recent constraints from
Planck, and this necessitated a minor re-calibration of the
model parameters to retain agreement with the calibration
observations. The set of parameters tuned in this process are
supernova (SN) feedback efficiency εSN, SN feedback slope
αrh, star formation timescale normalization τ∗,0, chemical
yield y, and radio mode AGN feedback κAGN. Yung et al.
(2019a) showed that εSN (τ∗,0) has a significant effect on the
faint (bright) galaxy populations at z > 4. The impact of
varying αrh and τ∗,0 on the predicted galaxy populations at
4 < z < 10 was explored in Yung et al. (2019a,b). On the
other hand, it was shown that AGN feedback has no notice-
able effect on the galaxy populations across the full range of
mass and luminosity at z > 4.

The performance of this model configuration has been
tested against observations at low redshifts (0 . z . 6;
Somerville et al. 2015, 2021) and at high redshifts (4 . z .
10; Yung et al. 2019a,b). It has been shown that these phys-
ical models can reproduce the observed distribution func-
tions for stellar mass and star formation rate up to z ∼ 8,
as well as rest-frame UV luminosity functions up to z ∼ 10.
Yung et al. (2019b) has also shown that the predicted stellar-
to-halo mass ratio and other scaling relations are in good
agreement with other empirical models and hydrodynamic
simulations.

We note that the same satellite position re-assignment
detailed in Yung et al. (2022) is also applied to the lightcones
presented in this work, where the satellite positions are as-
signed assuming an NFW profile (Navarro, Frenk & White
1997). This improves the agreement of the distributions of
radial distances between satellite galaxies and their central
galaxies with N -body simulations, and is important to pro-
duce the ‘one-halo’ term in the predicted two-point corre-
lation functions. This is illustrated and further discussed in
Section 4.3 and is compared to abundance matching model
results from UniverseMachine in Appendix C.

2.3 Observables for Roman and other facilities

Based on the predicted star formation and chemical enrich-
ment histories (SFHs, stored mass in bins of stellar age and

metallicity), galaxies are assigned spectral energy distribu-
tions (SEDs) generated based on the stellar population syn-
thesis (SPS) model of Bruzual & Charlot (2003). The rest-
frame SEDs are used to calculate rest-frame luminosities in
filter bands as presented in the mock catalogue. In addi-
tion, quantities labelled with dust are calculated accounting
for the effect of dust in the ISM. We assume the dust at-
tenuation curve of Calzetti et al. (2000). The V -band dust
attenuation is calculated based on the surface density of cold
gas and metallicity, based on a ‘slab’ model as described in
Somerville et al. (2012), but adopting the latest recalibration
of ISM dust optical depth presented in Yung et al. (2021),
where the dust optical depth, τdust,0(z), decreases slightly at
z & 4 relative to the previous calibration from Yung et al.
(2019a) following the implementation of an updated black
hole growth model that yields slightly stronger AGN feed-
back. This update, consistent with Yung et al. (2022), im-
proves the agreement between UV LF predictions and obser-
vations at z > 6 compared to CANDELS DR1. We have im-
plemented a stellar mass threshold of log(M∗,thres/M�) = 7,
below which we do not generate an SED, as these galaxies
would likely not be observable in the wide-field surveys of
interest here. This threshold is set with the mass resolution
of the underlying dark matter-only simulation and the de-
tection limit of Roman taken into account. We note that
in these mock catalogues, we do not include the contribu-
tion from nebular line or continuum emission, but plan to
do so in future work (Yung, Hirschmann, Somerville et al.
in prep).

The rest-frame SEDs are then redshifted according to
their redshift in the lightcone, and observed-frame magni-
tudes are computed, accounting for attenuation effects from
the intervening IGM (Madau et al. 1996). In additional to
the larger simulated volume of these new lightcones, a new
aspect of the lightcone catalogues described in this work is
the additional photometry from Roman WFI7, Euclid8 vis-
ible imager (VIS, Euclid Collaboration et al. 2022b) and
Near Infrared Spectrometer and Photometer (NISP-P, Eu-
clid Collaboration et al. 2022a), and Rubin Observatory9

(Ivezić et al. 2019).
Photometry from the large collection of filters from Hub-

ble, Spitzer, and other ground- and space-based instruments
as presented in the CANDELS lightcones (Somerville et al.
2021) and the NIRCam broad- and medium-band photom-
etry presented in the JWST lightcones (Yung et al. 2022)
are also included in these new lightcones. Studies utilising
the predicted photometry in these bands should also refer-
ence these works. In addition, in this work, we also added
photometry for instruments utilized in the SHELA survey,
including DECam, NEWFIRM K-band, and VISTA. Hav-
ing a large collection of predictions for photometric bands
from existing instruments has been shown to be useful for
characterizing foreground contaminants in wide-field surveys

7 https://roman.gsfc.nasa.gov/science/Roman Reference

Information.html (filter transmission dated Jun 14th, 2021,
accessed on Nov 1st, 2021)
8 https://euclid.esac.esa.int/msp/refdata/nisp/

NISP-PHOTO-PASSBANDS-V1, access to filters granted
via private communication
9 https://github.com/lsst/throughputs/tree/master/baseline,

v1.7, accessed on May 28th, 2021
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Figure 1. A summary of the footprint and galaxy populations in the first realization of a 2-deg2 lightcone at various redshift slices

between z ∼ 4 to 10. The data points are colour-coded by the observed-frame IR magnitude in the Roman WFI F184 band. The sizes of
the data points are also scaled to emphasize brighter objects and do not reflect their predicted angular sizes. In addition, the number of

bright and faint objects (mF184 < 25 and mF184 < 30, respectively) within each slice is indicated at the top right corner of each panel.

The specifications of this lightcone are summarized in Table 1.

Table 1. This table summarizes the dimension, area, and key con-

figurations for the lightcones release with this work.

Specification 2-deg2 lightcones

Dimension (arcmin) 84.85× 84.85

Area (arcmin2) 7200

Base simulation MultiDark - SMDPL

logMh,res/ M� 10.00

logM*,lim/ M� 7.00

MUV range −16 to −25
redshift range 0 < z . 10

and in the search for extreme redshift galaxies (Leung et al.
2022, Bagley et al. in preparation).

Rest-frame luminosities in the mock catalogues are in-
dicated with ‘_rest’. Luminosities without such labels are in
the observed frame. Similarly, the luminosities of the bulge
component alone are labelled with ‘_bulge’. See Table A1
in Appendix A for a complete list of all physical properties
and photometric bands available in the mock catalogues.

3 SIMULATED DATA PRODUCTS

Based on the physical models that have been extensively
tested and, in previous works, shown to reproduce existing
observations up to z ∼ 10, we present predictions for five
independently sampled 2-deg2 fields that spans 0 < z .
10, providing a comprehensive compilation of photometric
and physical properties of galaxies (see Table A1 for full
list of available quantities). In addition, full high-resolution
spectra and star formation histories are also available. These
data products are useful for a wide variety of post-processing
applications, such as implementing an alternative SPS model
or computing photometry for additional filters.

Each of the 2-deg2 lightcones contains ∼ 12 million
galaxies with log(M∗/M�) ≥ 7, among which ∼ 5 million
are in the rest-frame luminosity range −16 . MUV . −25
or observed-frame magnitude 31 . mF184 . 22 (both at
z ∼ 4). We note that all predicted observed- and rest-frame
magnitudes presented in this work include dust attenuation,
unless specified otherwise. The key specifications of these
lightcones are summarized in Table 1. These 2-deg2 lightcone
have the same mass resolution as the wide-field lightcones
presented in Yung et al. (2022). However, the approximately
seven times larger footprint increases the chance of includ-
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Figure 2. A side-by-side comparison of thin slices between 6.0 ≤ z ≤ 6.1 from each of the five realizations of the 2-deg2 lightcones. The

predicted galaxies are both size- and colour-coded by their rest-frame UV luminosity, where darker coloured, larger data points represent
brighter galaxies. The size of the data point do not reflect their predicted angular sizes. The lower-right panel shows the predicted

observed-frame IR luminosity functions for 6.0 ≤ z ≤ 6.1 across the five realizations.

ing galaxies forming in more massive halos, and therefore
results in better sampling at the bright end.

Fig. 1 shows the predicted star-forming galaxies from
the first realization of the simulated lightcones in several
redshift slices: 4.0 < z < 4.1, 5.0 < z < 5.1, 6.0 < z < 6.1,
7 < z < 7.25, 8 < z < 8.25, and 9 < z < 9.25. The data
points are colour-coded by their rest-frame UV luminosities.
While the sizes of the data points in this figure are scaled
with their observed-frame IR luminosities in the WFI F184
filter, mF184, to emphasize the bright objects, we note that
the sizes of these data points do not reflect the galaxies’
predicted angular sizes. In addition, we also show the counts
of galaxies in the slice within each of these panels. This figure
gives an intuitive, qualitative view of the possible evolution
of object number density and large-scale structure along the
light of sight in a 2-deg2 field.

Fig. 2 shows a side-by-side, qualitative comparison of
thin slices of the lightcone between 6.0 ≤ z ≤ 6.1 from all five
realizations. Similar to the previous figure, the data points
are colour- and size-coded by the observed-frame mF184 of
the simulated galaxies. We note that the colour- and size-
code for this figure is chosen to be slightly different from the
previous figure to better highlight the galaxy populations
and large-scale structure within this redshift range. In the
last panel of Fig. 2, we compare the distribution functions
of mF184 across the five realizations. We show that the dif-

ference in the object counts across these five realizations is
very small. The flattening of the luminosity functions shows
where the galaxy population is becoming unresolved due to
the limited mass resolution of the underlying halo popu-
lations. We deliberately show a very thin slice of the light-
cone to highlight the differences across the multiple lightcone
realizations. We note that the redshift slice shown here is
much narrower than the typical redshift range used in stud-
ies with photometric redshifts, typically ∆z ∼ 1 (Bouwens
et al. 2015; Larson et al. 2022), due to the relatively large
uncertainties in the photometric redshift estimates. We also
note that the variance across the field realizations is larger
on the bright end than in the faint end as expected (lumi-
nous galaxies are more strongly clustered at all redshifts).
We will further explore the impacts of survey size and lim-
iting magnitude on field-to-field variance in Section 4.2.

These wide-field lightcones have been shown to provide
more robust number statistics and simulated volume that
are necessary for preparatory studies for large galaxy surveys
(e.g. Finkelstein et al. 2022b; Kakos et al. 2022; Chworowsky
et al., in preparation; Hellinger et al., in preparation) and
for intensity mapping (e.g. Yang et al. 2021).

Given the large number of galaxies included, these
lightcones are delivered in slices by redshift. The redshift
slices have ∆z = 0.1 between 0 ≤ z ≤ 1; ∆z = 0.25
between 1 ≤ z ≤ 4; ∆z = 0.50 between 4 ≤ z ≤ 6
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Figure 3. This histogram shows the (non-cumulative) number of

galaxies expected normalized to unit deg2 (left axis) and unit
arcmin2 (right axis) between 0.5 < z < 10 in bins of ∆z = 0.5

for galaxies in all five realizations of 2-deg2 lightcones, spanning

a total mock survey area of 10 deg2. On the top axis, we show
the age of the Universe corresponding to the redshift indicated

on the bottom axis. We show the number of objects above sev-

eral survey limits expected for the high-latitude survey, moderate
depth galaxy survey, and ultra-deep survey. See Table 2 and text

for details about the survey configurations.

Table 2. This table summarizes the 5σ detection limits, exposure
time, and survey areas for anticipated Roman surveys. The Ro-

man detection limits assume the use of the WFI F184 filter. See

text for full description.

survey type mlim,5σ exposure survey area

high-latitude survey 26.2 146 sec 1700 deg2

moderate depth 28.2 5 hr 2.5 deg2

ultra-deep survey 29.2 20 hr 0.5 deg2

and ∆z = 1 between 6 ≤ z ≤ 10. The data prod-
ucts presented in this work are accessible through the in-
teractive portal Flathub (https://flathub.flatironinstitute.
org/group/sam-forecasts), which allows more flexible ac-
cess and download capability for galaxy catalogues across
multiple redshift slices. Users may inspect and filter the
data (e.g. by magnitude and/or by physical properties)
and selectively download a subset of the data as needed.
Alternatively, the mock catalogues in ASCII format can
be download in full at https://users.flatironinstitute.org/
˜rsomerville/Data Release/SAM lightcones/.

4 RESULTS FROM WIDE-FIELD LIGHTCONES

In this section, we present a set of quantitative, key predic-
tions at high redshift that are derived from the set of 2-deg2

lightcones. We show the evolution of object counts (per sur-
vey area) as a function of redshift and field-to-field variance
estimated for a range of survey areas. These results are se-
lected specifically to demonstrate the advantages of the large
area coverage of these simulated lightcones.

4.1 Evolution of galaxy demographics across redshift

In this subsection, we show predictions for the redshift evo-
lution of volume-averaged galaxy counts and the cosmic SFR
density. Using galaxies in all five realizations of the 2-deg2

lightcones and the observed-frame IR magnitude in the WFI
F184 filter, mF184, as an example, in Fig. 3 we give an
overview of the number of galaxies expected per deg2 and
per arcmin2 surveyed as a function of redshift. This his-
togram is made with galaxies in a combined simulated area
spanning 10 deg2, which contains a total of ∼ 67 million
galaxies (centrals and satellites), among which ∼ 34 mil-
lion, ∼ 21 million, and ∼ 7 million galaxies have mF184 <
29.2, 28.2, and 26.2, respectively. In addition, we show the
corresponding age of the universe on the top horizontal axis.

This figure can be used as a look-up table to quickly esti-
mate the number of objects expected in a large survey. Note
that this figure is based on a simulated area that is ∼ 35
times bigger than one of the wide-field JWST lightcones
considered in Yung et al. (2022), and therefore is statisti-
cally more robust and less susceptible to field-to-field varia-
tion. In addition, we consider three discrete magnitude limits
that are representative of anticipated future Roman surveys.
These include an extremely wide but relatively shallow high-
latitude survey10 that is expected to cover ∼ 1700 deg2. We
also include scenarios of a moderate depth survey compa-
rable to approximately ten WFI fields, and an ultra-deep
survey that spans approximately two WFI fields. The mag-
nitude limits for both scenarios are estimated assuming a
total ∼ 500 hours of imaging for each type of hypothetical
survey, distributed equally across all available WFI filters.
The estimated survey depths for given exposure times are
calculated based on the latest available Anticipated Perfor-
mance Tables11 and are summarized in Table 2. In addi-
tion to showing counts per deg2, we also show the count
per arcmin2 for quick reference. For instance, we show that
a moderate-depth survey reaching mF184 ∼ 28 would yield
significantly more sources at z > 8 than the shallower high-
latitude survey per unit survey area.

The number counts of objects shown in this figure take
into account several effects that impact the galaxy popu-
lations at low redshift in a degenerate manner, including
the increasing dust attenuation, which preferentially affects
massive galaxies. The WFI F184 filter is ideal for detecting
rest-frame UV radiation for galaxies at 4 < z < 10, but
the wavelength range of the same filter begins to probe rest-
frame optical and longer wavelengths for galaxies at z . 4.
Furthermore, the number of objects per unit area decreases
as expected as the physical volume enclosed decreases. To-
gether, these factors result in the decrease and flatting of
the total number of objects expected in the F184 band at
z . 2.5. We note that the number of objects per co-moving
volume does not decrease as shown in the top panel of Fig. 4.

We note that this plot provides an idealized estimate
of counts of galaxies down to the stated limit. We refer the
reader to Bagley et al. (in preparation) for a more detailed

10 https://roman.gsfc.nasa.gov/high latitude wide area survey.
html
11 https://roman.gsfc.nasa.gov/science/apttables2021/

table-exposuretimes.html
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Figure 4. These histograms show the predicted number of galaxies
normalized to unit cubic co-moving-Mpc between 0.5 < z < 10

in bins of ∆z = 0.5. The number density of all predicted galaxies

is coloured in yellow. The galaxy populations are then broken
down by observed-frame IR magnitude in the Roman WFI F184

band (top), rest-frame UV magnitude (middle), and stellar mass
(bottom). In all three panels, we mark the levels of 50%, 10%, and

1% of the total galaxy number counts with red solid, dashed, and

dotted lines, respectively.

look into galaxy colour selection based on the mock Roman
photometry, including Lyman-break selection.

In a similar spirit, we also provide predictions for the
number density of galaxies as a function of redshift. Fig. 4
shows histograms of the predicted counts of galaxies per co-
moving Mpc3 as a function of redshift. In the panels of this
figure, the galaxy population is broken down by observed-
frame IR magnitude in F184, rest-frame dust-attenuated UV
luminosity, and stellar mass. This provides an overview of
the evolution in the galaxy population across cosmic time
broken down by these key properties. However, we note that
the vertical axis is shown in log scale and therefore the area
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Figure 5. The cosmic SFR density as a function of redshift (bot-
tom axis) or age of the Universe (top axis) between 0.5 < z < 10

in bins of ∆z = 0.5. The SFRD of all predicted galaxies is

coloured in yellow. The galaxy populations are then broken down
by observed-frame IR magnitude in the Roman WFI F184 band

(top), rest-frame UV magnitude (middle), and stellar mass (bot-
tom). In all three panels, we show lines corresponding to 50%,

10%, and 1% of the total cosmic SFRD with red solid, dashed,

and dotted line types, respectively.

carved out by the histogram does not directly correspond to
the proportion of their contribution. We therefore mark the
50%, 10%, and 1% of the total number of galaxies available
in the lightcone in all three panels.

We note that the full set of galaxy samples shown here
include all galaxies available in the predicted lightcones,
which contains halo populations that are complete down
to logMh/M� = 10. However, the corresponding mF184,
MUV, and M∗ cut-off due to the halo mass resolution limit
evolves with redshift. We refer the reader to figs. 6 and 7 in
Yung et al. (2022) for where the flattening occurs in the one-
point distribution functions for the observed-frame mF184
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and rest-frame MUV. Given that these lightcones are config-
ured with identical halo mass and stellar mass limit as the
wide-field lightcones presented in that work, where the flat-
tening occurs is expected to be the same as those presented
in Yung et al. (2022). We also refer the reader to fig. 17
in Yung et al. (2019b) for the stellar-to-halo mass relation
from z = 4 to 10 predicted with the same model used in this
work. Those results can be used to estimate the stellar mass
for a given halo mass limit at a given redshift.

The top panel of this figure effectively shows the evolu-
tion of cumulative number densities of galaxies as a function
of redshift at various mF184 detection limits. This is equiv-
alent to showing the redshift-evolution of the cumulative
counts (number density) of galaxies with n(< mlim) (also
see fig. 14 in Yung et al. (2019a)). The middle and bottom
panels also work the same way, which illustrate the redshift-
evolution of the cumulative number density of galaxies by
rest-frame UV luminosity function and stellar mass function.
This set of figure panels offers a new perspective on the pre-
dicted evolution of apparent magnitude functions, rest-frame
UV luminosity functions, and stellar mass functions that
are difficult to achieve with conventional one-point distri-
bution functions. For example, a quick comparison between
the MUV (middle) and M∗ (bottom) panel shows that dust
plays an important role in suppressing the rest-frame lumi-
nosity for massive galaxies, as the number of galaxies across
all mass ranges increases steadily at z . 4 towards lower
redshift, but the number of UV-bright galaxies declines.

Similarly, Fig. 5 show the redshift evolution of cosmic
SFR density (SFRD) as a function of redshift, which is a
commonly used diagnostic quantity that measures the collec-
tive evolution of the integrated SFR for a galaxy population
across time (see Madau & Dickinson 2014 for review and dis-
cussion therein). The cosmic SFRD predicted by the Santa
Cruz SAM has been shown to be in good agreement with
a variety of observations integrated down to MUV ∼ −17
(Bouwens et al. 2015; Finkelstein et al. 2015a; McLeod et al.
2016; Oesch et al. 2018) and the empirical model of Behroozi
et al. (2013c) (see fig. 9 in Yung et al. (2019a)). We also show
a comparison of the predicted cosmic SFR with other em-
pirical models and a subset of observational constraints in
Section 4.4. In this figure, we break down the contribution
to the cosmic SFR budget from galaxies by the mF184, MUV,
and M∗ of predicted galaxies with thresholds matching the
ones in Fig. 4. We also mark the 50%, 10%, and 1% of the
total cosmic SFR budget to guide the eye.

A side-by-side comparison of Figs. 4 and 5 also helps
visually correlate the redshift evolution of galaxy number
densities and their contributions to the cosmic SFR bud-
get. For instance, the bottom panels from both figures show
that galaxies with log(M∗/M�) < 8 made up over 50% of
the galaxy populations but contribute to very little to the
overall cosmic SFR. Similarly, the middle panels show that
galaxies with MUV < −20 made up approximately 3% of
the population by number between 4 . z . 10, and are
responsible for ∼ 50% for the cosmic SFR budget.

4.2 Field-to-field variance and survey area

In this section, we leverage the combined 10 deg2 simulated
fields to conduct controlled experiments quantifying the de-
pendence of field-to-field variance on survey area. A similar
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Figure 6. Probability distribution function for the expected num-

ber density per Mpc3 for galaxies with mF184 < 29 between
4.0 < z < 4.5 in subsampled fields of three different sizes: 20,

200, and 1000 arcmin2.

experiment was carried out in (Yung et al. 2022) utilizing
40 simulated lightcones, each ∼ 1000 arcmin2. The larger
contiguous areas covered by the 2-deg2 lightcones presented
in this work enable more flexible sampling of sub-fields with
different field sizes and geometry.

The current generation of high-redshift surveys (with
HST and JWST ) span areas of the order of hundreds of
arcmin2; field-to-field variation has therefore been a major
source of uncertainty in the estimates of object counts. To il-
lustrate how future generation wide-field instruments will be
able to improve this situation, in this exercise, we consider
three field sizes across multiple orders of magnitude, chosen
to represent iconic deep surveys of the past and give a flavor
for future surveys. We consider a case of 20 arcmin2, which
is comparable to the legacy HUDF or two JWST NIRCam
pointings, 200 arcmin2, which is comparable to the size of a
legacy CANDELS field, and 1000 arcmin2, which is compa-
rable to a single pointing of Roman WFI. Fig. 6 shows the
probability distribution for the number density per Mpc3 for
galaxies with mF184 < 29 between 4.0 < z < 4.5 when we
repeatedly subsample the 2-deg2 lightcones for sub-fields of
the aforementioned sizes. This example demonstrates how
the field-to-field variance is affected by the survey area. We
note that the distribution is skewed to the left, with a long
tail towards higher number densities. This is expected in the
standard theory of structure growth via gravitational col-
lapse. Thus it is important to keep in mind that although the
field-to-field variance is often quoted, the probability distri-
bution for over-densities can be significantly non-Gaussian.

Finkelstein et al. (2022b) have utilized a similar sub-
sampling method to investigate a possible over-density in
the observed EGS field compared to the cosmic average at
z & 9. A companion work will explore a similar effect in rest-
frame luminosity functions (Bagley et al., in preparation).

Somerville et al. (2004) and Moster et al. (2011) pro-
vided an analytic prescription to calculate the field-to-field
variance for CANDELS-sized deep pencil beam surveys for
z ∼ 0.5 to 4, based on an empirically established sub-halo
abundance matching (SHAM) model for stellar mass se-
lected galaxies. In this work, we make use of the very wide
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Figure 7. Root field-to-field variance as a function of redshift
between 1 < z < 10 for galaxies with mF184 < 29, 27, 25, and

24 in survey sizes that represent past and future deep galaxy
surveys. We consider survey areas of 20 arcmin2, 100 arcmin2,

and 1000 arcmin2 represented by dashed, dot-dashed, and dotted

lines, respectively. See text for details regarding sampling.

lightcones to empirically calculate the field-to-field variance
for magnitude- and mass-selected galaxies at high redshift
in survey fields with different sizes. Following the steps de-
tailed in Somerville et al. (2004) and the modification in
Yung et al. (2022), the relative cosmic variance (with shot
noise removed) can be expressed as

σ2
v =
〈n2〉 − 〈n〉2

〈n〉2 − 1

V 〈n〉 , (1)

where 〈n〉 and 〈n2〉 denote the mean and variance of object
number density n, respectively, and are the first and sec-
ond moments of the probability distribution function PN (V )
with the volume, V , factored out and cancelled. In this cal-
culation, V is fixed at an assigned value such that V 〈n〉 > 1
even in subregions with extremely low number density (e.g.
n < 1 per unit volume when the number count in the field
N > 0).

In this exercise, we calculate the field-to-field vari-
ance empirically with predicted galaxies over the range of
1 . z . 10 by repeatedly subsampling the lightcones
with square regions and calculating the cosmic variance
based on the number of galaxies (both central and satel-
lite) found within the subregions. We consider three distinct
survey sizes: 20 arcmin2 (approximately the size of HUDF),
200 arcmin2 (on the order of current generation surveys),
and 1000 arcmin2 (approximately the size of wide-field light-
cones from Yung et al. (2022)). For 20 arcmin2, we sample
a total of a total of 3000 regions, 1000 boxes each from the
first three realizations; for 200 arcmin2, we sampled a total
of 2500 regions, 500 boxes each from five realizations; and
for 1000 arcmin2, we sampled a total of 500 regions, 100
boxes each from five realizations. These calculations share
the same redshift binning as the lightcone dataset (see Sec-
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Figure 8. Root field-to-field variance as a function of redshift
between 1 < z < 10 for galaxies with log(M∗/M�) > 7, 8, 9,

and 10 in survey sizes that represent past and future deep galaxy
surveys. We consider survey areas of 20 arcmin2, 100 arcmin2,

and 1000 arcmin2 represented by dashed, dot-dashed, and dotted

lines, respectively. See text for details regarding sampling.

tion 3). The total volume covered by the one thousand 20
arcmin2 fields is about 2.8 times larger than the total volume
of the three 2-deg2 lightcones from which they are drawn,
and for the 200 arcmin2 and 1000 arcmin2 fields, the ratio
is 13.9. As a result, our calculation will not fully sample the
density probability distribution of the larger equivalent vol-
ume. However, we have confirmed that this has a negligible
effect on the estimates of the variance of the distribution,
and mainly affects the tails.

We show the calculated field-to-field variance as a func-
tion of redshift for observed magnitude-selected and stellar-
mass-selected galaxies in Figs. 7 and 8, respectively. In
Fig. 7, we show the evolution of the expected cosmic vari-
ance as a function of redshift for galaxies above certain
observed-frame mF184 thresholds at mF184,lim = 29, 27, 25,
and 24. It is well known that variance in HUDF-like and
even CANDELS-like fields can be significant both at high
redshift and for rare luminous objects. We show that the
variance decreases significantly, down to only a few per cent,
with a single WFI pointing. Similarly, in Fig. 8, we show the
evolution of cosmic variance for galaxies above several stel-
lar mass thresholds at log(M*,lim/M�) = 7.0, 8.0, 9.0, and
10.0. We note that the two instances where σv slightly drops
at z ∼ 4 and ∼ 6 are caused by the increase of redshift bin
size (e.g. ∆z = 0.25 to 0.50 at z ∼ 4 and ∆z = 0.50 to
1.00 at z ∼ 6). While we are considering the number den-
sity of objects found throughout the volume, doubling the
redshift bins has effectively increased the volume sampled
and decreases the variance among the object counts. While
this can be handled with finer redshift bins, we keep the cur-
rent binning as it is, closer to the redshift range from colour
selection at high redshift.

These calculations indicate that the variance of past
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Figure 9. Predicted angular 2PCF, w(θ), calculated for galaxies with mF184 < 28, which is chosen to represent the depth expected to

be reached by Roman moderate depth surveys. Galaxies are subsampled from 30, 9, and 1 subregions per lightcone realization in three

distinct survey areas of 200 arcmin2 (left column), 0.5 deg2 (middle column), and 2.0 deg2 (right column), respectively. See text for
details regarding the subsampling. The full set of 2PCF are shown individually in grey. This calculation is repeated for three redshift

bins: 4.0 < z < 4.5 (top row), 6.0 < z < 7.0 (middle row), 9.0 < z < 10.0 (bottom row). For the 200 arcmin2 and the 0.5 deg2 cases,
the red solid line shows the median of the sampled correlation functions, and the dashed lines mark the 16th and 84th percentiles to
characterize the spread among the total of 150 and 45 individually calculated 2PCFs, respectively.

CANDELS surveys (mF160W < 26.5, a few hundred
arcmin2) and deep JWST surveys (mF200W < 29, a few
hundred arcmin2) have a potential variance of σv ∼ 1 and
∼ 0.25 toward z ∼ 10, which is likely the onset of cosmic
reionization (see Yung et al. 2020b and discussion therein).
The variance depends strongly on the luminosity or mass of
the objects selected, and therefore it decreases with increas-
ing survey depth as fainter, less clustered objects are probed.
In addition, the variance decreases with increasing survey
area as the clustering of all objects on these large scales is
smaller. Additionally, the variance tends to increase towards
higher redshift because objects of a given mass are more

strongly clustered (more biased) at high redshift. While with
the current set of lightcones, we are only able to explore
such calculations up to ∼ 1000 arcmin2, it is clear that fu-
ture Roman surveys, with moderate depth surveys reaching
mlim ∼ 28.2 to span multiple square degree and the high-
latitude survey reaching mlim ∼ 26.2 spanning thousands of
deg2, will further suppress the variance to negligible values,
as shown by the solid orange line in Figs. 7 and 8.
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Figure 10. Angular correlation functions, w(θ), for bins across a wide range of redshifts computed for galaxy samples above several

observed-IR magnitude limits. The ACFs are computed for all galaxies in each of the 2-deg2 lightcones, and in this figure we show the

median of the five realizations.

4.3 Galaxy clustering

The two-point correlation function (2PCFs) measures the
excess of galaxy pair counts relative to a randomly
distributed sample (Peebles 1980). The angular auto-
correlation function, w(θ), is a specific type of 2PCF that
accounts for the projected angular separation on the sky θ
between pairs of objects. Yung et al. (2022) showed that
w(θ) predicted from ∼ 1000 arcmin2 lightcones constructed
with the same physical model used here are in excellent
agreement with observations across 1.25 . z . 7.5 derived
from the CANDELS legacy fields, Hubble legacy deep imag-
ing and analysis of Subaru/Hyper Suprime Cam (HSC) data
presented by Harikane et al. (2016). In addition, it was also
shown that the projected 2PCF, wp(rp), from the same light-
cones are in good agreement with the PRIMUS and DEEP2
observations at 0.2 < z < 1.2 presented by Skibba et al.
(2015).

Similar to the previous subsection, here we quantify
the field-to-field variance on w(θ) for different survey areas.
The angular correlation functions are calculated in the same
manner described in Yung et al. (2022), utilizing the pub-
licly available, CPU-optimised code corrfunc12 (Sinha &
Garrison 2020). This package adopts the Landy-Szalay esti-
mator (Landy & Szalay 1993). We note that the positions of
satellite galaxies within the host halos are assigned assuming
an NFW halo mass profile (Navarro, Frenk & White 1997).
We refer the reader to section 2.1 in Yung et al. (2022) for
more details.

12 https://github.com/manodeep/Corrfunc/, v2.3.4

In this section, we make use of lightcones with much
larger simulated area than the ones presented in our previ-
ous work to quantify the benefits of scaling up survey ar-
eas on mitigating field-to-field variance. Similar to the pro-
cess described in Section 4.2, we iteratively subsample re-
gions within the lightcones. In this exercise, we calculate
w(θ) for galaxies in a number of sub-fields and character-
ize the variance among the resulting auto-correlation func-
tions. We consider three distinct field sizes: 200 arcmin2,
which is comparable to the size of legacy CANDELS fields
and current generation wide-field surveys (e.g. with JWST );
0.5 deg2, which is approximately the size of future Roman
ultra-deep surveys (approximately 2 WFI pointings); and
2.0 deg2, which is approximately the size of future Roman
moderate-depth surveys (see Table 2 and associated text
for justification). The galaxy samples are uniformly sub-
ject to a mF184 = 28 detection limit, which roughly cor-
respond to the expected depth of the moderate-depth sur-
veys. For the 200 arcmin2 field, we randomly sampled 30
sub-regions per simulated lightcones, totalling 150 fields.
For 0.5 deg2, we sample 9 sub-regions for each simulated
lightcones, where the centres of these sub-regions are at
(x, y) ∈ [1/4, 2/4, 3/4] of the length of the axes, totalling
45 fields. This arrangement is adopted to minimize overlap
among these sub-regions. For 2 deg2, the full span of the
lightcone is utilized, which gives a total of 5 fields. In Fig. 9,
we show ACFs computed for galaxies with mF184 < 28 at
4.0 < z < 4.5, 6.0 < z < 7, and 9.0 < z < 10. For field sizes
of 200 arcmin2 and 0.5 deg2, we also mark the median and
16th and 84th percentiles with solid and dashed red lines,
respectively.
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This figure demonstrates the impact of variance in
smaller fields, which suffer much larger uncertainties across
all scale lengths. Furthermore, the smaller fields are unable
to meaningfully capture w(θ) at both large separation (e.g.
θ & 500 arcsecond), as the maximum pair separation is lim-
ited by the field size, and small separation (e.g. θ . 20 arc-
second), since objects at these small separations are rela-
tively rare and only a few pairs are captured by a small
field. Similar to the cosmic variance exercise done in Section
4.2, the set of scenarios explored in this figure demonstrates
that field to field variance in deep clustering studies at high
redshift can be reduced to very low levels already with a
single Roman WFI pointing.

In Fig. 10, using the case of the full 2-deg2 as an exam-
ple, we explore the effects of survey depth. We calculate
the ACF individually for each realisation and show only
the median among the five realizations. For instance, the
mF184,lim = 28 line (shown in blue) in Fig. 10 corresponds
to the right column in Fig. 9 in matching redshift bins. This
figure provides a general overview for how the clustering
statistics are affected by the survey depth. One can also
estimate the increase in scatter in the relation due to field-
to-field variance by referencing results from Section 4.2 (e.g.
Fig. 7). As noted above, the survey depth strongly impacts
the clustering of the selected galaxy population, as deeper
surveys will be dominated by fainter galaxies, which are
more weakly clustered. In addition, this effect does not scale
uniformly across redshift, as the strength of galaxy cluster-
ing at a given mass/luminosity also depends on redshift.
This is because halos of a given mass represent rarer, more
clustered ‘peaks’ at earlier times in cosmic history. For in-
stance, w(θ) seems to be uniformly sensitive across all scales
at z ∼ 3. However, the small-scale end becomes increasingly
sensitive to the survey depth towards higher redshifts. We
also note that the small separation pairs disappear for the
shallow survey depths at high redshift as expected, as such
bright objects at such small separations are extremely rare.

In Fig. 11, we show the ACF calculated for galaxies in
four redshift bins spanning across 4.0 . z . 9.0 for galaxies
MUV < −18. In addition to the w(θ) calculated for the full
galaxy populations, we show the one- and two-halo terms,
where the ‘one-halo’ term refers to pairs that are within
the same halo and the ‘two-halo’ term refers to pairs where
each galaxy is in a distinct dark matter halo. The two-halo
term is calculated only for central galaxies. The one-halo
term is calculated by subtracting the two-halo term from the
w(θ) for the full galaxy population. This figure illustrates the
angular scales where we expect the one vs. two-halo term to
dominate at high redshift. The angular scale where the two
terms cross ranges from about 3 arcsec at z ∼ 4 (equivalent
to ∼ 25 kpc) to ∼ 1 arcsec at z ∼ 8–9 (equivalent to ∼ 5
kpc).

4.4 Comparison with other lightcones

We compare our predictions with those from two other
studies in which similar lightcones have been constructed,
with galaxy properties assigned via empirical models. Here
we show a direct comparison of stellar-to-halo mass ratio
(SHMR), galaxy counts per Mpc3, and the ACFs across
these models. Both simulations adopted cosmological pa-
rameters that are similar to the ones adopted in this work.
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Figure 11. Angular correlation functions, w(θ), calculated for

galaxies with MUV < −18 in redshift bins across z ∼ 4 to ∼ 9
from the first realization of the 2- deg2 lightcones presented in this

work. In addition to the w(θ) calculated for the full galaxy pop-

ulations (solid line), we show the one- and two-halo terms with
dotted and dashed lines, respectively (see text for details).

In addition, halo catalogues underlying all three simulations
are generated using Rockstar and Consistent Trees
(Behroozi et al. 2013a,b). These simulations also all adopt a
Bryan & Norman (1998) virial mass definition, a Chabrier
(2003) IMF, and a Calzetti et al. (2000) attenuation curve.

UniverseMachine is an empirical model that is op-
timized to reproduce a wide variety of observational con-
straints, including stellar mass functions, UV luminosity
functions, cosmic star formation rate, specific star forma-
tion rate, etc (Behroozi et al. 2019, 2020). In this empiri-
cal model, the star formation is modelled as a function of
vMpeak , z, and ∆vmax, where vMpeak is the circular velocity
of the halo at the redshift where it reached its peak mass
and ∆vmax corresponds to the relative change in vmax over
the past dynamical time. The SFR as a function of vmax

and quenched fraction fquenched(vmax) are iteratively tuned
using Markov Chain Monte Carlo until the modelled galaxy
populations matches a range of observational constraints,
including stellar mass functions between z = 0 to 4, cosmic
star formation rates between z = 0 to 10, etc. (see table 1 in
Behroozi et al. (2019) associate text for detail). This model
has previously been used to interpret CANDELS observa-
tions and has been compared to the Santa Cruz SAM in
Somerville et al. (2021). In this work, we compared to a cus-
tom version of UniverseMachine lightcone, which is con-
structed with the same underlying halo populations as the
ones used in this work. Therefore, the UniverseMachine
lightcone compared here has exactly the same footprint and
halo mass resolution as the 2-deg2 lightcones presented in
this work. We note that the UniverseMachine lightcone used
in this comparison is constructed based on the the exact
same underlying set of halos.

The Deep Realistic Extragalactic Model (DREaM)
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Galaxy Catalogue13 is a lightcone created specifically for fu-
ture deep galaxy surveys with Roman (Drakos et al. 2022).
This 1- deg2 lightcone is constructed based on a dark matter-
only N -body simulation and galaxies from an empirical
model (Springel 2005; Williams et al. 2018). The underlying
dark matter-only N -body simulation has a box size of 115
h−1 Mpc and dark matter particle mass of 1.5×107 M� h

−1.
The stellar masses of galaxies are assigned to dark mat-
ter halos using the subhalo abundance matching (SHAM)
technique and are constructed to match the observed stellar
mass functions at z ≤ 4 and the available observed UV lumi-
nosity functions. Galaxies are proportionately but randomly
assigned to be star-forming or quiescent, and depending on
the galaxy type, various free parameters, such as e-folding
time (τ) and the age of the Universe at the time star forma-
tion started (tstart), are sampled from a ‘parent catalogue’
constructed based on known scaling relations. The star for-
mation histories of these galaxies are then modelled using
the ‘delayed tau model’, given by SFR(t) ∝ t e−t/τ with t
being the time elapsed since tstart (see Williams et al. 2018
and references therein). Based on the combination of fixed
parameters (M∗ and z), randomly assigned galaxy type, and
inferred parameters, synthetic SEDs are generated using the
Flexible Stellar Population Synthesis (FSPS) package (Con-
roy et al. 2009). The SFR for each galaxy is then inferred
based on the synthetic stellar SED, which also gives MUV

and other colour-related predictions, as well as the Roman
and JWST photometry. We note that the cosmic SFR pre-
sented in Drakos et al. (2022) is averaged over the last 100
Myr based on the assumed SFH.

It is important to note that while these three simula-
tions share a number of basic components (e.g. cosmological
parameters, dark matter-only simulations, halo finder, dust
attenuation model), which should not be a major source
of differences, these three models took very different ap-
proaches to modelling SFR, M∗, and other galaxy proper-
ties and observables. Fig. 12 shows the stellar-to-halo mass
ratio (SHMR) for galaxies in the first realization of the 2-
deg2 lightcones compared to galaxies from a 2-deg2 Uni-
verseMachine lightcone and the DREaM lightcone. This
figure highlights the difference in the predicted halo occupa-
tion between the SAM and both empirical models. In partic-
ular, the SAM predicts a milder redshift evolution in SHMR
compared to the empirical models. We discuss this further
in Section 5.3. We add that this is a mass range where abun-
dance matching, empirical models, and hydrodynamic sim-
ulations have very little consensus on even at z ∼ 0 (e.g.
Behroozi et al. 2019; Munshi et al. 2021).

Fig. 13 shows the number density of galaxies per Mpc3

above specific cut-off values in mF184, MUV, and M∗. Each
of the panels in this plot breaks down the predicted galaxy
populations roughly into two groups. We note that these
limits are chosen to compare the number of galaxies at both
a brighter (or more massive) and a fainter (or less massive)
limit. These limits are not meant to be correlated across
panels, as the mass-to-luminosity ratio and the observed-
and rest-frame magnitude evolve as a function of redshift.
For instance, while the SC SAM predicts a similar number
of galaxies with mF184 < 27, this model predicts noticeably

13 https://www.nicoledrakos.com/dream
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Figure 12. Stellar-to-halo mass ratio (SHMR) for predicted galax-

ies in one of the 2- deg2 lightcones (blue) between 4.0 < z < 4.5

(top), 6.0 < z < 7.0 (middle), and 8.0 < z < 9.0 (bottom).
These results are compared to UniverseMachine (orange) and

DREaM (green). For all models, the solid line marks the median

of the relation, and the shaded region represents the 17th and
84th percentiles.

more galaxies with mF184 < 29 at z > 4. It is not sur-
prising to see that the number of objects as a function of
rest-frame and observed-frame magnitude from these mod-
els are in good agreement, as the number density of ob-
served IR-bright galaxies at intermediate redshift are rela-
tively well-constrained and all of the models agree well with
these observables. However, the discrepancy in stellar mass
reveals that a very different mass-to-magnitude relation is
predicted by these different model approaches. Overall, we
see that the SAM predicts higher stellar mass content across
2 . z . 6 in halos across all mass ranges at lower redshift.
Yung et al. (2019b) has shown a compilation of model predic-
tions, including the Santa Cruz SAM, UniverseMachine,
and Williams et al. (2018), and show that these models pre-
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Figure 13. Number density of galaxies per cubic comoving-Mpc

between 0.5 < z < 10 in bins of ∆z = 0.5 from one realization of

the 2- deg2 lightcones presented in this work (blue), UniverseMa-
chine (orange), and DREaM (green). We apply selection criteria

by observed-frame IR magnitude in the Roman WFI F184 band

(top), rest-frame UV magnitude (middle), and stellar mass (bot-
tom).

dicted very different evolution of the underlying stellar mass
and star formation rate. Among the models included in the
comparison, the Santa Cruz SAM predicts more galaxies
across a wide range of M∗ and SFR than the other two
models at z . 6. We note that the SMFs predicted by these
models are well within the uncertainties of the observed con-
straints currently available (e.g. Duncan et al. 2014; Song
et al. 2016; Katsianis et al. 2017a,b).

In Fig. 14, we show a comparison of the predicted ACFs
from this work to the two empirically modelled lightcones.
This is calculated for all galaxies with MUV < −18. As
shown in (Yung et al. 2022), the Santa Cruz SAM reproduces
the projected 2PCF measured by PRIMUS and DEEP2 in
at 0.2 . z . 1.2 reported by Skibba et al. (2015), at inter-
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Figure 14. Angular correlation functions calculated for galaxies

with MUV < −18 in redshift bins across z ∼ 4 to ∼ 9 from
one realization of the 2- deg2 lightcones presented in this work

(blue), a 2- deg2 lightcone from UniverseMachine (orange), and

a 1- deg2 lightcone from DREaM (green).

mediate redshift 1.25 < z < 4.5 in legacy CANDELS sur-
veys (computed via theory catalogue presented in Somerville
et al. 2021), and high-redshift measurement at 3.5 < z < 7.5
reported by Harikane et al. (2016). The UniverseMachine
model has been shown to reproduce the measured cluster-
ing of massive galaxies in the nearby universe up to z ∼ 0.7
from the PRIMUS and DEEP2 survey (Coil et al. 2017).
The DREaM lightcone has been shown to reproduce the
0.1 < z < 0.2 measurements from SDSS (Yang et al. 2012).
It is interesting that, in spite of the very different modelling
approaches, all three models arrive at very similar predic-
tions for the clustering of rest-UV selected galaxies at z & 4.

Differences in the ACF on the small-scale end likely
arise mainly from the modelling of satellite galaxies, which
is very uncertain. The satellite galaxies in UniverseMa-
chine are modelled using ∆vmax over the past dynami-
cal time, which captures the rapid drop of vmax following
a major merger (Behroozi et al. 2014). ∆vmax has been
shown to be a more robust measurable quantity for satellites
and yield more clearly orbit- and profile-dependent satel-
lite SFRs (Onions et al. 2012). On the other hand, DREaM
adopts the peak of the maximum circular velocity, Vpeak,
over the entire merger history as a halo mass proxy. SHAM is
first performed between the SMF and halo populations, and
then a random number is assigned to distinguish whether
a galaxy is quiescent or star-forming. This assignment does
not distinguish whether a halo is a central or sub-halo, and
therefore the environmental dependence of galaxy quenching
is not accounted for. In the SC SAMs, galaxies are starved of
new gas cooling once they become satellites, and are there-
fore probably over-quenched. For that reason, our satellite
galaxies are in general fainter compared to the other two
models and are more susceptible to the magnitude cut ap-
plied. Additional comparison for the satellite populations in
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these models is available in Appendix C. It is not surprising
that the agreement at small scales is closer between the two
empirical models, as although the modelling of satellites dif-
fers in detail, it is quite similar in spirit. On the other hand,
the Santa Cruz SAM seems to predict a stronger ‘shoulder’
between the one- and two-halo terms in the ACF. Future
observations should thus be able to constrain the physical
processes that shape satellite galaxy properties. The differ-
ences on the very large-scale end of the ACFs reflect the
difference in lightcone sizes between DREaM (1 deg2) and
UniverseMachine and the SC SAM (2 deg2).

5 DISCUSSION

The highly anticipated Roman Space Telescope marks the
beginning of a new era of deep-wide surveys. Roman’s wide
field of view, sensitivity, and spatial resolution promise to de-
liver a new generation of deep-wide surveys, which will reach
depths comparable to the legacy ultra-deep Hubble surveys
(e.g. HUDF) or wide-field JWST surveys while covering
areas several times those of current generation wide-field
galaxy surveys by space-based telescopes (e.g. CANDELS).
These future generation deep-wide surveys are expected to
deliver more robust statistical constraints through detecting
large populations of high-redshift galaxies. They are also ex-
pected to detect some very rare objects, including massive
galaxies, luminous quasars, or perhaps even the first stars.
Semi-analytic models for galaxy formation have been shown
to be a promising tool for interpreting legacy CANDELS
observations (Somerville et al. 2021) and forecasting for up-
coming JWST surveys (Yung et al. 2022). The physically-
motivated Santa Cruz SAM has been calibrated to observed
constraints from the local universe and its performance in
terms of reproducing the observed evolution of the high-
redshift galaxy population has been rigorously tested in the
series of Semi-analytic forecasts for JWST paper series (e.g.
Yung et al. 2019a) and other works. In this work, we present
a set of multi- deg2 lightcones that have been created to pre-
pare for future deep surveys with Roman and other next
generation wide-field survey telescopes, such as Euclid and
Rubin. These lightcones also include photometry for a large
set of current generation of space- and ground-based instru-
ments, as well as instruments used in legacy surveys. See
Table A1 for the full list of available photometry provided
in the mock catalogues.

5.1 The promise of deep-wide-field surveys

The new generation of highly efficient wide-field survey in-
struments will redefine deep surveys, as surveys of the size
of a handful of telescope pointings will surpass the coverage
of the widest ‘deep’ surveys conducted with current gener-
ation instruments, and the largest ‘deep’ surveys achievable
with many pointings will reach at least tens of square de-
grees. The many benefits of wide-field, high resolution space-
based imaging with Hubble that were discussed in Somerville
(2005) still hold today in a new era of high-redshift surveys
with the next generation of wide-field survey instruments.
These wide-field surveys will be able to measure the stellar
mass assembly history across cosmic time and disaggregate
it by morphological type, large scale environment, and other

galaxy properties. The large galaxy sample expected from
these surveys will also strengthen our understanding of the
connection between the processes that regulate star forma-
tion on sub-galactic scales and the overall global trends in
the star formation and mass assembly. Furthermore, detect-
ing galaxies with embedded accreting supermassive black
holes forming in the early part of cosmic history will help
reveal the relationship between star-forming galaxies and
AGN, and the processes that regulate black hole feeding
and growth.

CANDELS and and other large legacy surveys have ad-
dressed many of these questions and produced observational
constraints that tremendously improved our understanding
of galaxy formation in the context of cosmic evolution. How-
ever, as observations push towards the very early Universe,
some of these questions remain incompletely or imprecisely
answered, limited by the capability of current generation
instruments, which in turn limit feasible survey sizes and
depths. Currently, only a few dozen objects at extreme red-
shifts (e.g. z > 8) have been detected to date. While JWST
is expected to find many more faint objects within the sur-
vey areas of familiar legacy surveys, it is not expected to find
exotic objects such as massive, bright galaxies, as that would
require a larger survey area. Roman, on the other hand, will
deliver next generation wide-field surveys that are expected
to efficiently detect large numbers of massive galaxies in the
early Universe and will provide more robust statistics on the
number counts of bright galaxies.

As demonstrated in Sections 4.2 and 4.3, the current
generation surveys are susceptible to significant uncertain-
ties arising from field to field variance, and these increase at
higher redshift for a given galaxy mass or rest-frame lumi-
nosity. Somerville et al. (2004) and Moster et al. (2011) have
presented predictions for the cosmic variance expected in the
legacy CANDELS fields at 0.5 < z < 4. As shown in Finkel-
stein et al. (2022b), based on a 2-deg2 lightcone presented in
this work, the EGS field as observed by Hubble and Spitzer
could be over-dense at z ∼ 9 relative to the cosmic mean.
Similarly, Yung et al. (2022) presented a controlled exper-
iment with 40 realizations of of the order of ∼ 1000 deg2

lightcones and showed that the field-to-field variance can be
up to σv ∼ 0.40 for survey reaching observed-frame IR mag-
nitude in JWST/NIRCam F200W mF200W ∼ 27 at z ∼ 9.

Taking advantage of the new suite of 2-deg2 lightcones,
we presented detailed predictions of field-to-field variance
between 1 < z < 10 as a function of survey area and depth.
We explored survey fields of different sizes ranging from ap-
proximately the size of UDF or a handful of JWST NIRCam
pointings to a single Roman WFI pointing, and for depths
that were reachable by legacy CANDELS surveys to those
expected for ultra deep Roman surveys. This experiment
presents quantitative predictions that enable informed es-
timates of the area needed to reduce field-to-field variance
to a desired level for a population with specified intrinsic
or observable properties. For instance, Fig 7 shows that an
ultra-deep Roman survey (with area ∼ 1000 arcmin2 reach-
ing depth mF184 < 29) will reduce σv ∼ 0.75 at z ∼ 9 from a
CANDELS-like survey (with ∼ 200 arcmin2 reaching depth
mIR < 25) to σv ∼ 0.10. Obviously, our publicly available
lightcones can be utilized to create similar estimates for any
desired survey configuration that fits within their constraints
on area and depth.
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5.2 Advantages of physics-based models

Based on a well-established, versatile model for galaxy for-
mation, we are able to provide a wide range of self-consistent,
physically-backed predictions for high-resolution synthetic
SEDs, multi-wavelength photometry across observatories, as
well as the underlying physical properties and star forma-
tion history. The semi-analytic modelling approach incor-
porates a wide range of physical processes and simultane-
ously and self-consistently explores their effects in a compu-
tationally efficient way. SAMs can also be used to explore
the effects of varying the uncertain parameters that charac-
terize these processes in current models, as shown in Yung
et al. (2019a,b). Achieving the dynamic range of the mock
lightcones presented here (in galaxy mass/luminosity and
area/volume) is well out of reach for current conventional
numerical hydrodynamics simulations. Our mock catalogues
provide tens of millions of galaxies, which provide the sta-
tistically robust sample size required for forecasting future
wide-field surveys.

On the other hand, although empirical models can
very inexpensively fill large volumes with galaxies, they
provide limited insights into the physical processes that
shape galaxy properties. Moreover, they probably do not
accurately represent the diversity of star formation histo-
ries in the galaxy population, which is important for pro-
ducing a realistic suite of galaxy SEDs. These are impor-
tant for designing and testing multi-instrument synergies
and strategies. For example, narrow- and intermediate-band
flux on HSC can efficiently refine the redshift estimates for
Lyman-break galaxy candidates detected with broad-band
dropout in VISTA/VIRCam (Endsley et al. 2022). Combin-
ing flux measurements from filters on different instruments
with a similar but slightly offset wavelength range can be
used as a pseudo narrow band to refine redshift estimates
(e.g. JWST/NIRCam F150W and HST/WFC3 F160W, see
Finkelstein et al. 2022c), or two instruments with comple-
mentary wavelength coverage can be used (e.g. HST/WFC3
Near-IR capability and Spitzer/IRAC mid-IR capability, see
Finkelstein et al. 2022b). In addition, some of the most ex-
citing applications of next generation wide-field surveys will
be cross-correlation studies using galaxies detected via dif-
ferent multi-wavelength observational tracers. Current em-
pirical models are not able to self-consistently predict, for
example, the stellar mass, SFR, H i and H2 content, and dust
content of galaxies. These different components of galaxies,
as probed by different tracers such as UV, optical, and IR
continuum emission, 21-cm emission, and sub-mm lines such
as CO and [C ii], will ultimately provide very stringent con-
straints on and help to break degeneracies between different
physical processes in galaxies. The same semi-analytic mod-
els presented here have also been used very successfully to
predict some of these tracers (Popping et al. 2019a,b; Yang
et al. 2021, 2022).

5.3 Our results in the context of other model predictions

In this work, we performed a comparison between our
predicted lightcones and two other mock lightcone suites
constructed with the empirical models UniverseMachine
(Behroozi et al. 2019, 2020) and DREaM (Drakos et al.
2022). We compared the stellar-to-halo mass ratio, bright

and faint galaxy populations, and the angular correlation
functions. Given that these lightcones are comparable in size
and depth with the ones presented in this work, we are able
to apply selection criteria for mF184, MUV, and M* similar
to the ones adopted in earlier sections in this work. While
all three lightcones presented in this comparison share some
modelling assumptions, including a ΛCDM cosmology (with
comparable cosmological parameters), virial mass definition,
and underlying IMF, it is worth noting that these models
took very different approaches to modelling star formation
histories, which is the main reason for the discrepancy seen
in this comparison. We note that although we do not make
a direct comparison with them, related predictions for field-
to-field variance have also been presented in the literature by
Somerville et al. (2004); Moster et al. (2011); Trenti & Sti-
avelli (2008); Bhowmick et al. (2020); Endsley et al. (2020).
We also note that there are also lightcones that have been
generated based on hydrodynamic simulations (e.g. Snyder
et al. 2017, 2022; Kaviraj et al. 2017), which are excellent for
mock images and for studies that require realistic structural
information for galaxies (e.g. Costantin et al. 2022; Garcia-
Argumanez et al. 2022; Rose et al. 2022). However, in general
these lightcones span much smaller areas than the ones that
we focus on in this work, and are therefore not included in
the comparison.

Given the nearly identical assumptions that went into
simulating the halo populations, the contribution to the dif-
ference among the models from the halo properties is ex-
pected to be minuscule. Therefore, the stellar-to-halo mass
ratios presented in Fig. 12 serve as direct diagnostics for
the relationship between the stellar mass of galaxies and the
mass of their host dark matter halos. It is not surprising
that the two empirical models, driven by a similar set of ob-
servational constraints, are in broad agreement. Our model
directly predicts the stellar-to-halo mass relation and the
dispersion in it, and it is a result of the physical processes
included in the model, including merger-induced episodic
star bursts and reduced star-formation activity in low-mass
halos due to the ejection of gas by stellar feedback. While
the model is calibrated to reproduce the observed stellar
mass function (e.g. Bernardi et al. 2013) and SHMR (e.g.
Rodŕıguez-Puebla et al. 2017) from abundance matching at
z ∼ 0, it is not explicitly ‘tuned’ to match higher redshift
constraints. On the other hand, the empirical models are op-
timized to reproduce observed constraints over a wide range
of redshifts, where the connection between stellar mass and
halo mass is obtained by varying specific scaling relation(s)
(e.g. SFR–vmax and fquenched–vmax in UniverseMachine).
The SAM predicts very little redshift-evolution in the SHMR
(for low-mass halos), while predictions from both empirical
models increase monotonically towards high redshift. This
is a direct consequence of the parametrization of the mass-
loading of stellar driven winds with halo maximum circular
velocity in the SAM.

Similarly, the comparison in Fig. 13 helps demonstrate
the differences between these models by breaking down the
predicted galaxy populations, and sheds light on the differ-
ences seen in the predicted SHMR. All three models produce
similar predictions for the observable quantity, the rest-UV
luminosity function, as reflected in the top two panels of
Fig. 13. However, the SAM accomplishes this with a differ-
ent ratio of rest-UV light to stellar mass than the empiri-
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cal models, which is due to the galaxies containing stellar
populations with a different age and/or metallicity distri-
bution, and/or a different assumed dust attenuation. The
SAM self-consistently predicts the joint age-metallicity dis-
tribution in each galaxy based on the star formation and
assembly history computed from physical prescriptions, and
the dust attenuation law is adjusted empirically to match
the observations. The empirical models effectively construct
star formation histories by matching to observational esti-
mates of SFR in high redshift galaxies, and assume a re-
lationship between stellar mass and metallicity that is ob-
tained by extrapolating a lower redshift observational esti-
mate. The SAM generally predicts that there is more mass in
stars at 4 . z . 7 than the empirical models (bottom panel
of Fig. 13). As previously discussed in Yung et al. (2019b),
these predictions from our model are in tension with the evo-
lution of M∗/Mh over the interval z ∼ 4–7 as derived from
observations as presented in Finkelstein et al. (2015b). See
also fig. 4 in Yung et al. 2019b for the predicted stellar mass
function from the Santa Cruz SAM and how it compares
to the uncertainties in existing observations. We note that
the differences in the predicted number density of both mas-
sive and low-mass galaxies between the SAM and the two
empirical models gradually decreases towards lower redshift
at z < 4, which indicate the discrepancy in the predicted
SHMR would narrow and eventually converge at z . 1. It
is important to note that there are very large uncertain-
ties in the estimates of physical parameters such as stellar
mass, SFR, and metallicity from observations, and these flow
through to the empirical models. These constraints will be
improved significantly by JWST and other upcoming facil-
ities including Roman.

The predicted angular correlation functions from the
different lightcones are in remarkably good agreement when
galaxies are selected via rest-UV luminosity. The large-scale
separation ACF calculated for galaxies in the DREaM light-
cone is slightly affected by the size of the lightcone, which is
a quarter of the size of the 2-deg2 lightcones made with the
Santa Cruz SAM and UniverseMachine. Furthermore, dif-
ferences across the ACF predicted by these different models
are most noticeable in the small-scale separation, which is
dominated by galaxies that reside within the same host halo
(also referred to as the ‘one-halo term’). As already noted,
the Santa Cruz SAM uses a rather different approach for
modeling the positions of satellite galaxies within their host
halos.

5.4 Caveats, limitations, and uncertainties

Given that the 2-deg2 lightcones presented in this work are
constructed with the same physical model and tools as the
wide-field and ultra-deep lightcones presented in Yung et al.
(2022), we refer the reader to that work (and the accompa-
nying paper series) for discussion related to the construction
of the lightcone and the predicted galaxies. Here, we focus on
the caveats most closely related to the new results presented
in this work.

Like many SAMs, the SC SAMs compute galaxy prop-
erties based on an input merger history. Thus, these models
typically do not account for the effects of environment on
scales larger than halos, such as the tidal interaction of halos
in a high density environment (see these studies that account

for impact from environment: Buck et al. (2019); Ayromlou
et al. (2021); Kuschel et al. (2022)). Furthermore, the mod-
elling of satellite galaxies also has some significant known is-
sues and limitations. The SC SAM does not model the tidal
or ram pressure stripping of satellites (which would impact
their hot and cold gas, stellar bodies, and dark matter ha-
los), and is known to produce satellite populations that are
‘over-quenched’ relative to observations (Kimm et al. 2009).
A related issue is that the SC SAMs do not use the infor-
mation on sub-halo evolution from the N -body simulations,
but use a simple semi-analytic model to estimate the time re-
quired for satellite orbits to decay until they merge with the
central galaxy, as well as the tidal stripping and destruction
of satellites. Although the model has been tuned to produce
good agreement with the satellite conditional mass functions
and fractions (see Appendix C), the predicted radial distri-
bution of satellites does not match predictions from e.g. Uni-
verseMachine. As a result, we have re-assigned the radial
positions of the surviving satellites as described in Section 2.
In addition, in this work, in order to increase the dynamic
range of our lightcones, we made use of halo merger histories
constructed using the extended Press-Schechter formalism
(see Section 2). These do not capture the known correla-
tion between halo large scale environment (clustering) and
mass accretion history, leading to small differences in the
predicted clustering of galaxy populations selected by stel-
lar mass or luminosity.

We also add that the sample selection throughout this
work is idealized, but these catalogues provide a platform
that can be used to include more realistic observational ef-
fects. While the effects of IGM extinction and ISM dust
attenuation are included in the modelling pipeline, the pho-
tometry presented in this work does not include nebular
emission from ionized HII regions. It has been shown that
strong emission line features in star forming galaxies can
have an effect on the photometric redshift estimates from
broad-band fluxes (e.g. Finkelstein et al. 2011, 2022c; Lar-
son et al. 2018). In addition, we assumed that the observed
magnitude includes the total intrinsic luminosity, while in
real galaxy surveys, the extracted photometry for extended
objects depends in a complex way on the galaxy size and
light profile, the depth and S/N of the image, and the
method used to extract the photometry. In a companion pa-
per, Bagley et al. (in preparation) add observational effects
to these lightcones to more realistically explore the role of
foreground contamination on the selection of high-redshift
Lyman-break galaxies. We add that gravitation lensing is
another caveat that affects the recovered LF through mag-
nification bias, and modulates the angular correlation func-
tion, but is outside of the scope of both this work and its
companion work. Also, in preparation for the JWST Cosmic
Evolution Early Release Survey (CEERS), we are creating
noiseless mock images which then have JWST instrument
effects injected (Bagley and the CEERS Collaboration, in
preparation). Similar procedures can be used to generate
realistic mock images for the Roman Space Telescope and
other facilities.
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6 SUMMARY AND CONCLUSIONS

We presented a suite of five 2-deg2 lightcones that spans
0 < z < 10 and resolves galaxy populations down to
log(M∗/M�) > 7. We provide predictions for galaxies based
on dark matter halos sourced from a cosmological N -body
simulation and the physically motivated and well-established
Santa Cruz semi-analytic model with configurations detailed
in the Semi-analytic forecasts for JWST project. Taking ad-
vantage of the large area and large number of sample galax-
ies, we present forecasts that highlight the potential of future
surveys that will be orders of magnitude wider than current
generation observations of comparable depth. In this work,
we focus on predictions that utilise the spatial distribution
and redshift evolution for galaxies available in these light-
cones.

We summarize our main conclusions below.

(i) We present the predicted evolution of object counts
and number density as a function of redshift, as well as the
contribution of these galaxies to the cosmic SFR.

(ii) We predict that the uncertainty due to field to field
variance for deep surveys (mF184,lim ∼ 29) can be reduced
to about ∼ 10% at z ∼ 6–10 for a 1000 arcmin2 survey.
For brighter limits (mF184,lim ∼ 24), the uncertainty due to
field-to-field variance for such a survey is 25–50 per cent at
this survey area.

(iii) We predict that for magnitude limits typical of mod-
erate depth Roman surveys (mF184,lim ∼ 28), the uncer-
tainty on two-point correlation function estimates in 0.5 deg2

fields at z ∼ 4–4.5 for separation ∼ 10 to 100 arcsecond due
to field-to-field variance is ∼ 15 per cent. Surveys with an
area of a few deg2 should be sufficiently large for field-to-
field variance to be a sub-dominant source of uncertainty.

(iv) We compared our predictions with two other light-
cone simulations from the literature that populated halos
with galaxies using empirical models. Our physics-based
models predict a significantly higher stellar mass to halo
mass relation at z ∼ 4 compared with the empirical models,
although all three models match the observed rest-UV lumi-
nosity function. All three models make similar predictions
for the angular correlation functions at z ∼ 4–9.

The results presented in this paper are intended as just
a few examples of the predictions that can be extracted
from these lightcones. All of the lightcones are made pub-
licly available so that the community can exploit them for
numerous additional applications.
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Klypin A., Yepes G., Gottlöber S., Prada F., Heß S., 2016, MN-
RAS, 457, 4340

Koekemoer A. M., et al., 2011, ApJS, 197, 36

Koekemoer A. M., et al., 2013, ApJS, 209, 3

Koekemoer A. M., et al., 2019, arXiv:1903.06154

Kuschel M., et al., 2022, arXiv:2205.12169

Lacey C., Cole S., 1993, MNRAS, 262, 627

Landy S. D., Szalay A. S., 1993, ApJ, 412, 64

Larson R. L., et al., 2018, ApJ, 858, 94

Larson R. L., et al., 2022, arXiv:2211.10035

Leung G. C. K., et al., 2022, in prep

Madau P., Dickinson M., 2014, ARA&A, 52, 415

Madau P., Ferguson H. C., Dickinson M. E., Giavalisco M., Steidel
C. C., Fruchter A., 1996, MNRAS, 283, 1388

McConnell N. J., Ma C.-P., 2013, ApJ, 764, 184

McLeod D. J., McLure R. J., Dunlop J. S., 2016, MNRAS, 459,

3812

Moster B. P., Somerville R. S., Newman J. A., Rix H.-W., 2011,
ApJ, 731, 113

Munshi F., Brooks A. M., Applebaum E., Christensen C. R.,

Quinn T., Sligh S., 2021, ApJ, 923, 35

Naab T., Ostriker J. P., 2017, ARA&A, 55, 59

Navarro J. F., Frenk C. S., White S. D. M., 1997, ApJ, 490, 493

Oesch P. A., et al., 2013, ApJ, 773, 75

Oesch P. A., Bouwens R. J., Illingworth G. D., Labbé I., Stefanon
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APPENDIX A: SUMMARY OF AVAILABLE COLUMNS
IN THE LIGHTCONES

In Table A1, we summarize the predicted quantities available
in the mock catalogues. In addition to basic coordinate infor-
mation, such as RA, Dec, and redshift, we provide a compre-
hensive set of halo properties and galaxy physical properties.
We also provide rest- and observed-frame photometry for a
wide variety of space- and ground-based telescopes, includ-
ing Galaxy Evolution Explorer (GALEX), Sloan Digital Sky
Survey (SDSS), Advanced Camera for Surveys (ACS) and
Wide Field Camera 3 (WFC3) on-board Hubble, Infrared Ar-
ray Camera (IRAC) on-board Spitzer, United Kingdom In-
frared Telescope (UKIRT), Visible and Infrared Survey Tele-
scope for Astronomy (VISTA), Dark Energy Camera (DE-
Cam) of the Dark Energy Survey, JWST NIRCam broad-
and medium-bands, Roman WFI, Euclid Observatory, and
Rubin Observatory (formerly known as LSST).

While we present photometry for a large collection of
space- and ground-based telescopes in this unified catalogue
to maximize convenience, we add that the development and
verification of some of these results are from past studies.
Here we give a general summary for the references of past
studies. Reference Somerville et al. (2021, for z = 0 to 6) and
Yung et al. (2019a,b, for z = 4 to 10) for predicted phys-
ical properties of galaxies. Reference this work for Roman,
Euclid, Rubin (labelled as LSST), and DECam. Reference
Yung et al. (2019a, 2022) for JWST photometry. Reference
Somerville et al. (2021) for standard rest-frame filters, HST,
Spitzer, SDSS, GALEX, UKIRT, VISTA, and other filters
used in the CANDELS survey.

APPENDIX B: CODE SNIPPET FOR CALCULATING
VOLUME IN A LIGHTCONE SLICE

This simple piece of code is very handy for calculating the
comoving volume for a slice of the lightcone. This is essential
to calculate the volume-averaged quantities presented in this
work. We use the comoving_volume function from astropy

to calculate the comoving volume of the whole universe at
two given redshift z1 and z2, and obtain the comoving vol-
ume of the universe between z1 and z2. We then multiple
the full-sky co-moving volume by the fraction of the surveyed
area (in square arcminutes) over 4π steradian ≈ 148510656
arcmin2 to obtain the volume within the surveyed area.

from astropy.cosmology import FlatLambdaCDM

cosmo = FlatLambdaCDM(Om0=0.307, Ob0=0.048, H0=67.8)

def volume_estimate(z1, z2, sqarcmin):

volume_z1 = cosmo.comoving_volume(z1)

volume_z2 = cosmo.comoving_volume(z2)

sky_fraction = sqarcmin/148510656.

vol = (volume_z2-volume_z1).value*sky_fraction

return abs(vol) ### return volume in cMpc^3

APPENDIX C: SATELLITE GALAXY COMPARISON

In this Appendix, we provide a set of comparisons across
the Santa Cruz SAM, UniverseMachine, and DREaM for
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Table A1. List of all predicted quantities available in the mock galaxy catalogues. We provide the columns (in the ASCII format

catalogue ‘lightcone.dat’), brief descriptions, and units associated with these quantities. For rest- and observed-frame, we list the

intrinsic, unattenuated photometry filter sets and filter bands available (e.g. UV1500_rest, UV2300_rest, and UV2800_rest), and for each
band we also provide unattenuated luminosity of the bulge (*_bulge, e.g. UV1500_rest_bulge) and with dust attenuation (*_dust, e.g.

UV1500_rest_dust). The wide-field and ultradeep lightcones presented in Yung et al. (2022) share the exact same format and columns.

Category Column Quantity Descriptions Units

0 halo_id_nbody id copied from n-body simulations, unique with lightcone

1 gal_id id assigned to galaxies, unique within each halo
2 gal_type 0 = central, 1 = satellite

3 z_nopec cosmological redshift without peculiar velocity

4 redshift cosmological redshift with peculiar velocity
5 ra right ascension Deg

6 dec declination Deg

Halo Properties 7 m_vir virial mass 1010 M�
8 V_vir virial velocity km s−1

9 r_vir virial radius Mpc
10 c_NFW concentration parameter in NFW profile

11 spin spin parameter of halo

12 mstar_diffuse mass of diffuse stellar population in halo 1010 M�
13 m_hot_halo hot gas mass in halo 1010 M�
14 Z_hot_halo hot gas metallicity in halo Z�

Galaxy Properties 15 v_disk velocity of disk km s−1

16 r_disk radius of disk kpc
17 sigma_bulge velocity dispersion of bulge km s−1

18 rbulge bulge radius kpc

19 mhalo halo mass 1010 M�
20 mstar stellar mass 1010 M�
21 mcold cold gas mass 1010 M�
22 mbulge bulge mass 1010 M�
23 mbh black hole mass 1010 M�
24 maccdot black hole accretion rate M� yr−1

25 maccdot_radio black hole accretion rate (radio mode) M� yr−1

26 Zstar stellar metallicity Z�
27 Zcold cold gas metallicity Z�
28 mstardot instantaneous SFR M� yr−1

29 sfr_ave SFR averaged over 100 Myr M� yr−1

30 meanage mass-weighted mean stellar age Gyr
31 tmerge time elapsed since last merger Gyr

32 tmajmerge time elapsed since last major merger Gyr

33 cosi angle of inclination
34 tauV0 extinction optical depth in the V -band

35 maccdot_BH black hole accretion rate M� yr−1

36 sfr10myr SFR averaged over 10 Myr M� yr−1

37 mstarold mass of stars older than 1 Gyr Z�
38 ageold mass-weighted mean age of stars older than 1 Gyr Gyr

39 zstarold metallicity of stars older than 1 Gyr Z�

filter set available bands (all magnitudes are given in the AB system)

Rest-frame photometry 40-48 { }_rest UV1500, UV2300, UV2800

49-72 { }_rest U, B, V, R, I, J, H, K

Observed-frame photometry 73-78 galex_{ } FUV, NUV

79-93 sdss_{ } u, g, i, r, z

94-108 acs{ } f435w, f606w, f775w, f814w, f850lp

109-123 wfc3{ } f275w, f336w, f105w, f125w, f160w

133-141 UKIRT_{ } J, H, K

142-147 irac_{ } ch1, ch2

148-171 NIRCam_{ } F070W, F090W, F115W, F150W, F200W, F277W, F356W, F444W

172-204 NIRCam_{ } F140M, F162M, F182M, F210M, F250M, F335M, F360M, F410M

F430M, F460M, F480M

205-216 Euclid_{ } VIS, Y, J, H

217-240 Roman_{ } F062, F087, F106, F129, F146, F158, F184, F213

241-258 LSST_{ } u, g, r, i, z, y

259-276 DECam_{ } u, g, r, i, z, Y

277-279 NEWFIRM_K_atm

280-294 VISTA_{ } z, Y, J, H, Ks

MNRAS 000, 1–24 (2022)



24 L. Y. A. Yung et al.

galaxies between 4.0 < z < 4.5. Satellites are identified
with gal_id!=1 for the Santa Cruz SAM, UPID!=-1 for Uni-
verseMachine, and hostID!=-1 for DREaM. In Fig. C1,
we show predicted UV luminosity functions and stellar mass
functions for all galaxies and satellite galaxies presented in
these lightcones. In the last panel, we also show the fraction
of satellite galaxies as a function of stellar mass found in
these models. The overall UV luminosity functions and stel-
lar mass functions match fairly well between the three mod-
els (within the observational errors). The fraction of galaxies
that are satellites as a function of stellar mass matches quite
well between the Santa Cruz SAM and UniverseMachine,
while DREaM produces satellite fractions that are slightly
lower at low masses.

In Fig. C2, we show histograms for the number counts
of satellite galaxies, normalized to the volume of the light-
cones, binned by their radial distances normalized to the
virial radii of their host halos, r/Rvir, for the Santa Cruz
SAM and UniverseMachine. These show reasonably good
agreement.

This paper has been typeset from a TEX/LATEX file prepared by

the author.
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Figure C1. UV luminosity functions (left) and stellar mass functions (middle) predicted from one of the 2-deg2 lightcones, the DREaM
mock catalogue, and a UniverseMachine 2-deg2 mock catalogue. We show distribution functions for all galaxies and satellite galaxies

with solid and dashed lines, respectively. We also show the satellite fraction as a function of stellar mass (right).
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Figure C2. Histograms for the volume-averaged counts for predicted satellite galaxies binned by their radial distances normalized to
the virial radii of their host halos, r/Rvir, in one of the 2- deg2 lightcones presented in this work (left) and in the UniverseMachine

GOODS-S lightcone (right) in virial mass bins with ∆ log(Mvir/M�) = 0.5 for satellite galaxies encompassed in halos with mass

log(Mvir/M�) = 11.0 to 13.0.
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