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A B S T R A C T 

We provide perturbation theory predictions for the H I intensity mapping power spectrum multipoles using the Effective Field 

Theory of Large Scale Structure, which should allow us to exploit mildly non-linear scales. Assuming survey specifications 
typical of proposed interferometric H I intensity mapping experiments like Canadian Hydrogen Observatory and Radio transient 
Detector and PUMA, and realistic ranges of validity for the perturbation theory modelling, we run mock full shape Markov 

chain Monte Carlo (MCMC) analyses at z = 0.5, and compare with Stage-IV optical galaxy surv e ys. We include the impact of 
21cm fore ground remo v al using simulations-based prescriptions, and quantify the ef fects on the precision and accuracy of the 
parameter estimation. We vary 11 parameters in total: three cosmological parameters, seven bias and counter terms parameters, 
and the H I brightness temperature. Amongst them, the four parameters of interest are: the cold dark matter density, ω c , the 
Hubble parameter, h , the primordial amplitude of the power spectrum, A s , and the linear H I bias, b 1 . For the best-case scenario, 
we obtain unbiased constraints on all parameters with < 3 per cent errors at 68 per cent confidence level. When we include the 
fore ground remo v al ef fects, the parameter estimation becomes strongly biased for ω c , h , and b 1 , while A s is less biased ( < 2 σ ). 
We find that scale cuts k min ≥ 0 . 03 h Mpc −1 are required to return accurate estimates for ω c and h , at the price of a decrease in 

the precision, while b 1 remains strongly biased. We comment on the implications of these results for real data analyses. 

Key w ords: (cosmolo gy:) large-scale structure of Universe – cosmology: observations – cosmology: theory – methods: statisti- 
cal. 
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 I N T RO D U C T I O N  

v er the ne xt fe w years, observ ations of the redshifted 21cm line
mission from neutral h ydrogen g as (H I ) with a new generation of
adio telescopes can push the boundaries of our understanding of
osmology and galaxy evolution. Remarkably, H I surv e ys can trace
he matter distribution from the present time ( z = 0) to the Epoch
f Reionization ( z ∼ 10) and beyond, mapping a large part of the
bservable volume of the Universe. 
In the meantime, spectroscopic optical galaxy surv e ys hav e already

ro v en e xtremely successful at mapping the low redshift Universe,
nd providing exquisite constraints on dark energy and gravity (see
.g. Mueller et al. 2018 ; Alam et al. 2021 ). These surv e ys operate
y detecting galaxies in three-dimensional (3D), i.e. by measuring
he redshift and angular position of each galaxy very precisely.
n the radio wavelengths, due to the weakness of the H I signal,
eing competitive with optical galaxy surveys using the traditional
pproach of detecting individual galaxies is extremely challenging.
his challenge gave rise to an alternative observational technique,
ubbed H I intensity mapping (IM), which maps the entire H I flux
oming from many galaxies together in 3D voxels (Battye, Davies
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 Weller 2004 ; Chang et al. 2008 ; Peterson et al. 2010 ; Seo et al.
010 ; Ansari et al. 2012 ). Provided se veral observ ational challenges
nd systematic effects are mitigated or controlled, the H I IM method
as the potential to provide detailed maps of the Universe back to
1 billion yr after the big bang (Ahmed et al. 2019 ; Ko v etz et al.

020 ; Moresco et al. 2022 ). 
A number of H I IM experiments are expected to come online

 v er the coming years, with some of them already taking data with
ilot surv e ys. Examples are the proposed MeerKLASS surv e y using
he South African MeerKAT array (Santos et al. 2017 ), FAST (Hu
t al. 2020 ), CHIME (Bandura et al. 2014 ), HIRAX (Newburgh et al.
016 ; Crichton et al. 2022 ), Tianlai (Li et al. 2020 ; Wu et al. 2021 ),
UMA (Slosar et al. 2019 ), and Canadian Hydrogen Observatory
nd Radio transient Detector (CHORD; Vanderlinde et al. 2019 ).
 athfinder surv e ys with the Green Bank Telescope , Parkes , CHIME,
nd MeerKAT, have achieved detections of the cosmological 21 cm
mission, b ut ha ve relied on cross-correlation analyses with optical
alaxy surv e ys (Chang et al. 2010 ; Masui et al. 2013 ; Anderson et al.
018 ; Amiri et al. 2022a ; Wolz et al. 2022 ; Cunnington et al. 2023 ).
A major challenge for the H I IM method is the presence of

trong astrophysical emission: 21cm foregrounds such as galactic
ynchrotron (Zheng et al. 2017 ), point sources, and free–free emis-
ion, contaminate the maps and can be orders of magnitude stronger
han the cosmological H I signal (Oh & Mack 2003 ). Hence, they
© The Author(s) 2023. 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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ave to be removed. We can differentiate these dominant foregrounds 
rom the signal taking advantage of their spectral smoothness (Liu 
 Tegmark 2011 ; Chapman et al. 2012 ; Wolz et al. 2014 ; Alonso

t al. 2015 ; Shaw et al. 2015 ; Cunnington et al. 2020 ). As an
 xample, 21cm fore ground remo v al studies using lo w-redshift H I

M simulations and real data employ blind foreground removal 
echniques like principal component analysis (PCA, Switzer et al. 
013 , 2015 ; Alonso et al. 2015 ) or independent component analysis
Hyv ̈arinen 1999 ; Wolz et al. 2017 ). The procedure of foreground
emoval results in H I signal loss, removing power from modes along
he parallel and perpendicular to the line-of-sight (LoS) directions, 
ith the parallel to the LoS effect being more severe than the
erpendicular one (Witzemann et al. 2019 ; Cunnington et al. 2020 ). 
The aim of this work is to investigate the systematic biases from

1cm fore ground remo val assuming state-of-the-art interferometric 
 I IM experiments. To quantify how these systematic biases propa- 
ate on the cosmological parameter estimation, we will model the H I

ignal using perturbation theory and run full shape MCMC analyses 
n synthetic data contaminated with 21cm foreground removal 
ffects. We will also benchmark our predictions against a ‘Stage-IV’ 
pectroscopic optical galaxy surv e y like DESI (Aghamousa et al. 
016 ) or Euclid (Laureijs et al. 2011 ; Blanchard et al. 2020 ). 
The paper is organized as follows: In Section 2 , we present the

erturbation theory model we will use. In Section 3 , we produce
ur synthetic mock data and contaminate them with simulated 21cm 

ore ground remo v al ef fects. We present the results of our full shape
CMC runs in Section 4 . In Section 5 , we summarize our findings

nd conclude. 

 T H E O R E T I C A L  M O D E L L I N G  

ur observable is the H I power spectrum multipoles, and we follow
he formalism used in optical galaxy surv e ys analyses. Similarly 
o optical galaxies, redshift space distortions (RSDs) introduce 
nisotropies in the observed H I power spectrum. In order to account
or this, we consider the 3D power spectrum as a function of redshift
, k , and μ, where k is the amplitude of the wav e v ector and μ the
osine of the angle between the wave vector and the LoS component.
his gives k ⊥ 

= 

√ 

1 − μ2 and k � = k μ. 
Before, we present the 1-loop perturbation theory model we will 

se, it is useful to discuss linear theory. We can model RSDs by
onsidering the Kaiser effect (Kaiser 1987 ), which is a large-scale 
ffect dependent on the growth rate, f . To linear order, the anisotropic
 I power spectrum can be written as: 

 H I ( k, μ) = 

(
T H I b 1 + T H I f μ

2 
)2 

P m 

( k) + P SN + P N . (1) 

ere, P m 

( k ) is the underlying matter power spectrum, b 1 is the
linear) H I bias, and T H I is the mean H I brightness temperature.
 N is the thermal noise of the telescope and P SN is the shot noise,

 SN = T 
2 
H I (1 / n ), where n is the number density of objects. The P SN 

ontribution is expected to be subdominant (smaller than the thermal 
oise of the telescope) and is usually neglected (Villaescusa-Navarro 
t al. 2018 ). The noise power spectrum for a typical interferometer
s given by (Zaldarriaga, Furlanetto & Hernquist 2004 ; Bull et al.
015 ): 

 N = T 2 sys r 
2 y ν

(
λ4 

A 

2 
e 

)
1 

2 n ( u = k ⊥ 

r/ 2 π ) t total 

(
S area 

FOV 

)
. (2) 

ere, A e is the ef fecti ve beam area, FOV ≈ λ/( D dish ) 2 , r is the
omoving distance to the observation redshift z, and y ν = c (1 +
 ) 2 /( ν0 H ( z )) with ν0 = 1420 MHz. T sys is the system temperature,
 area is the surv e y area, and t total is the total observing time. 
The antennae distribution function n ( u ) can be calculated using

 fitting formula (Ansari et al. 2018 ). For a square array with N 

2 
s 

eceivers, the number of baselines as a function of physical distance
f antennas is given by 

 

phys 
b ( l) = n 0 

a + b( l/L ) 

1 + c( l/L ) d 
e −( l/L ) e , (3) 

here n 0 = ( N s / D dish ) 2 , L = N s D dish , and the uv -plane density is 

 ( u ) = λ2 n 
phys 
b ( l = uλ) . (4) 

The H I abundance and clustering properties have been studied 
sing simulations and semi-analytical modelling (see e.g. Padman- 
bhan, Refregier & Amara 2017 ; Villaescusa-Navarro et al. 2018 ;
pinelli et al. 2020 ). The clustering of H I should be accurately de-
cribed by perturbative methods at mildly non-linear scales (Sarkar, 
haradwaj & Anathpindika 2016 ; McQuinn & D’Aloisio 2018 ; 
astorina & White 2019 ; Sarkar & Bharadwaj 2019 ; Sailer et al.
021 ; Karagiannis, Maartens & Randrianjanahary 2022 ; Qin et al.
022 ). Modelling non-linear scales is necessary in order to get precise
nd accurate cosmological constraints with instruments like HIRAX, 
HIME, CHORD, and PUMA, and it also helps break degeneracies, 
.g. between b 1 and the primordial power spectrum amplitude, A s .
imilar de generacies e xist for T H I , which is proportional to the H I

ean density, �H I . Accurate ( < 5 per cent ) measurements of �H I ( z)
re available at low redshifts (Crighton et al. 2015 ), and it can also
e constrained by joint analyses of different probes (Obuljen et al.
018 ; Chen et al. 2019 ) or by exploiting very small scales that can
e described using bespoke H I halo models (Chen et al. 2021 ). 
In this work, we will use the ‘EFTofLSS’ formalism that has

een developed to model the power spectrum multipoles of biased 
racers in redshift space. The main difference between this model 
nd the standard 1-loop Standard Perturbation Theory formalism 

Bernardeau et al. 2002 ) is that the EFTofLSS approach accounts
or the impact of non-linearities on mildly non-linear scales by 
ntroducing ef fecti ve stresses in the equations of motion. This results
n the addition of counter terms to the 1-loop power spectrum, which
epresents the effects of short distance physics at long distances. 

The EFTofLSS model we will employ is described in various 
apers (see e.g. Perko et al. 2016 and references therein), and we
efer to D’Amico et al. ( 2020 ) for its application to the DR12 BOSS
ata. Main assumptions are that we live in a spatially expanding,
omogeneous, and isotropic background space–time, and that we 
ork on subhorizon scales with δ, θ � 1 (where δ and θ are the
ensity and velocity perturbations, respectively). 
The 1-loop redshift space galaxy power spectrum then reads (Perko 

t al. 2016 ; D’Amico et al. 2020 ) 

 g ( k, μ) = Z 1 ( μ) 2 P 11 ( k) 

+ 2 
∫ 

d 3 q 

(2 π ) 3 
Z 2 ( q , k − q , μ) 2 P 11 ( | k − q | ) P 11 ( q) 

+ 6 Z 1 ( μ) P 11 ( k) 
∫ 

d 3 q 

(2 π ) 3 
Z 3 ( q , −q , k , μ) P 11 ( q) 

+ 2 Z 1 ( μ) P 11 ( k ) 

(
c ct 

k 2 

k 2 M 

+ c r, 1 μ
2 k 

2 

k 2 M 

+ c r, 2 μ
4 k 

2 

k 2 M 

)

+ 

1 

n̄ g 

(
c ε, 1 + c ε, 2 

k 2 

k 2 M 

+ c ε, 3 f μ
2 k 

2 

k 2 M 

)
, (5) 

here k M 

= 0.7 h Mpc −1 and n̄ g is the mean galaxy density. The
arious terms are summarized nicely in Nishimichi et al. ( 2020 ), and
MNRAS 519, 6246–6256 (2023) 
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Figure 1. Baseline density for our CHORD-like array, calculated using 
equation ( 4 ). 
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e follow this description here: the c ct term represents a combination
f a higher deri v ati ve bias and the speed of sound of dark matter;
he c r, i terms represent the redshift-space counter terms, while the
 ε, i terms represent the stochastic counter terms. The kernels Z 1 , Z 2 ,
nd Z 3 are the redshift-space galaxy density kernels appearing in
he 1-loop power spectra. They are expressed in terms of the galaxy
ensity and velocity kernels and four bias parameters: { b 1 , b 2 , b 3 ,
nd b 4 } . For flat Lambda cold dark matter, which we will assume
n this work, the logarithmic growth rate f is calculated by solving
or the linear growth factor D (with a the scale factor), and yields:
 ( a) = 

(5 a −3 D( a )) �m 
2 D( a ) ( �m + a 3 ( 1 −�m ) ) . 

The model of equation ( 5 ) has recently been implemented in a
ublicly available PYTHON code, PYBIRD (D’Amico, Senatore
 Zhang 2021 ). In principle, the model can describe any biased

racer of matter, so we can straightforwardly apply it to H I .
ollowing the literature we perform the following changes of vari-
bles: b 2 = 

1 √ 

2 
( c 2 + c 4 ), b 4 = 

1 √ 

2 
( c 2 − c 4 ), c ε, mono = c ε, 1 + 

1 
3 c ε, 2 ,

nd c ε, quad = 

2 
3 c ε, 2 , and also fix c 4 = c r, 2 = c ε, mono = 0 so that our

nal set of nuisance parameters is: { b 1 , c 2 , b 3 , c ct , c r, 1 , c ε, 1 , c ε, quad } .
e will comment on these choices when we construct our mock data

n Section 3 . 
The cosmological parameters that the code takes as input are: the

old dark matter density ω c = �c h 2 , the baryonic matter density ω b =
b h 2 , the Hubble parameter h , the amplitude of the primordial power

pectrum, A s , and the scalar spectral index, n s . We will describe the
ode and other software we used to speed-up the parameter inference
n more detail in Section 4 . 

 M O C K  DATA  

or our analysis we produce synthetic H I monopole and quadrupole
ata running PYBIRD for a central redshift z = 0.5. We will not use
he hexadecapole as it is not expected to add significant cosmological
nformation, and it is more affected by non-linear uncertainties. In
ddition, as shown in Cunnington et al. ( 2020 ) and Soares et al.
 2021 ), the H I IM hexadecapole (as well as higher order multipoles)
an be used for identifying the effects of foreground removal and
ther systematics. Not using the hexadecapole allows us to set c r, 2 =
. The choice c 4 = c ε, mono = 0 is moti v ated by the assumption that
he functions multiplying c 4 and c ε, mono are too small to affect the
esults. These assumptions follow the BOSS data analyses choices
D’Amico et al. 2020 ), but they will need to be reaffirmed with
espoke H I simulations and real data. The fiducial cosmological
arameters are (Aghanim et al. 2020 ): 

 ω c , h, A s , ω b , n s } = { 0 . 1193 , 0 . 677 , 3 . 047 , 0 . 0224 , 0 . 967 } . 
or setting the fiducial values of the nuisance parameters, we perform
ts to H I IM simulations. These are described in Section A , and we
nd 

 b 1 , c 2 , b 3 , c ct , c r, 1 , c ε, 1 , c ε, quad } = { 1 . 1 , 0 . 6 , 0 . 1 , 0 . 1 , −10 , 0 , −0 . 8 } .
e remark that the value of the linear H I bias b 1 is in very good

greement with values found at similar redshifts in other works
Sarkar et al. 2016 ; Villaescusa-Navarro et al. 2018 ). We also note
hat in all our MCMC forecasts we will marginalize o v er the nuisance
arameters. 
The model in equation ( 5 ) has to be rescaled by the square of

he H I brightness temperature, T̄ H I ( z), which in turn depends on
he H I abundance, �H I ( z). Using the fitting function from SKA
osmology Science Working Group et al. ( 2020 ) we set T̄ H I ( z =
 . 5) = 0 . 168 mK as our fiducial value for this parameter. 
NRAS 519, 6246–6256 (2023) 
We also need a data covariance. To calculate this, we will assume
n ambitious CHORD-like IM surv e y (Vanderlinde et al. 2019 ).
HORD is a successor to CHIME (Amiri et al. 2022b ), aiming to
erform a very large sky H I IM survey. Its core array consists of 512
ishes, each 6 m in diameter. The bandwidth is large, co v ering the
00–1500 MHz band, or redshifts up to z = 6. We will assume T sys 

 50 K in our forecasts. Another very ambitious proposal is PUMA,
 close-packed interferometer array with 32 000 dishes, co v ering the
requency range 200–1100 MHz, or redshifts 0.3 < z < 6 (Slosar
t al. 2019 ). We e xpect both of these instruments to be able to achiev e
imilar signal-to-noise ratios ( S / N ), and we will focus on CHORD
rom now on. 

Aiming to establish how CHORD can complement and compete
ith state-of-the-art optical galaxy surv e ys, we choose a low redshift
in centred at z = 0.5 with width �z = 0.3. Our fiducial CHORD-
ike surv e y co v ers 20 000 deg 2 on the sky, resulting in a surv e y bin
olume V sur = 4246 3 ( Mpc /h ) 3 . We assume a 20 000-h surv e y and
alculate the noise power spectrum using equation ( 2 ), with the fitting
arameters needed in equation ( 4 ) being a = 0.4847, b = −0.3300,
 = 1.3157, d = 1.5974, and e = 6.8390 (Ansari et al. 2018 ). The
orresponding baseline density n ( u ) for our CHORD-like array is
hown in Fig. 1 (see appendix A of Karagiannis et al. 2022 for the
ase of a HIRAX-like array). 

We can now calculate P N for our CHORD-like surv e y using
quation ( 2 ). Dividing by T̄ 2 HI and inverting, we can define an ef fecti ve
ean number density n̄ HI . For a Stage-IV spectroscopic galaxy

urv e y like DESI (Aghamousa et al. 2016 ) or Euclid (Laureijs et al.
011 ; Blanchard et al. 2020 ), the shot noise is the inverse of the
umber density of galaxies, n̄ g . In Fig. 2 , we plot the S / N (squared)
or the power spherically averaged power spectrum (the monopole,
 0 ) for different surv e ys. Stage-IV corresponds to a spectroscopic op-

ical galaxy surv e y with n̄ g = 0 . 0005 h 

3 Mpc −3 . ‘CHORD-optimal’
orresponds to an idealized case for an interferometric H I IM surv e y
ithout any systematic effects, while ‘CHORD-with-sys’ illustrates

he case where sensitivity is lost at small k (see also fig. 15 in
nsari et al. 2018 ). This can be due to fore ground remo v al ef fects
hich mainly affect the small k � , and/or inability to probe the small
 ⊥ 

due to baseline restrictions. For the case of the CHORD-like
urv e y at z = 0.5, this can result to loss of sensitivity in a range

0 . 001 ≤ k ≤ 0 . 06 h Mpc −1 , and we will consider different k min 

cale cuts in our forecasts to take this into account. In all cases,
ig. 2 demonstrates that a CHORD-like experiment can achieve a
igher S / N in the non-linear regime, compared to a Stage-IV optical
alaxy surv e y. 

art/stad127_f1.eps
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Figure 2. S / N (squared) for the spherically averaged power spectrum, P 0 , 
for different surv e ys. ‘Optical Stage-IV’ represents a spectroscopic galaxy 
surv e y with n̄ g = 0 . 0005 h 3 Mpc −3 . ‘CHORD-optimal’ corresponds to an 
idealized H I IM surv e y, while ‘CHORD-with-sys’ illustrates the case where 
sensitivity is lost at small k . 

Figure 3. Our fiducial monopole (  = 0) and quadrupole (  = 2) data, 
assuming the CHORD-optimal H I IM surv e y. The v ertical dashed gre y line 
denotes the maximum wavenumber (smallest scale used in the MCMC) k max 

= 0.2 h Mpc −1 at our chosen central redshift z = 0.5. 
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1 An alternative approach to speed-up the inference is to use a fast and accurate 
linear matter power spectrum emulator such as bacco (Aric ̀o, Angulo & 

Zennaro 2021 ) or CosmoPower (Spurio Mancini et al. 2022 ) as input in a 
perturbation theory code, instead of running a Boltzmann solver like CAMB 
(Lewis, Challinor & Lasenby 2000 ) or CLASS (Blas, Lesgourgues & Tram 

2011 ; Lesgourgues 2011 ). 
2 H I IM surv e ys can co v er a much wider redshift range compared to 
spectroscopic optical galaxy surv e ys; ho we ver, our goal here is to compare 
their performance on a given redshift bin. 
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We can now proceed to calculate the multipole covariances 
nalytically, using the Gaussian approximation (Taruya, Nishimichi 
 Saito 2010 ; Soares et al. 2021 ). We present the resulting mock

ata and measurement errors in Fig. 3 for the CHORD-optimal 
ase. We notice that in the case of the monopole the error bars
re not large enough to be visible. At this low redshift, and with such
igh S / N , non-linear uncertainties are expected to become important
t a relatively low k . Hence, we choose the range of validity for
he EFTofLSS modelling to be k < k max = 0 . 2 h Mpc (this should
e a good assumption, but it has to be validated with tailored H I

imulations for these experiments). We are now ready to perform 

CMC forecasts. 

 M C M C  ANALYSES  

o calculate posterior distributions on the parameters we have 
un MCMCs using the ensemble slice sampling codes EMCEE 
F oreman-Macke y et al. 2013 ) and zeus (Karamanis, Beutler &
eacock 2021 ). The latter has been recently used to run mock
ull shape MCMC analyses assuming galaxy surv e ys specifications 
sing the MATRYOSHKA suite of neural network based emulators 
Donald-McCann et al. 2022 ; Donald-McCann, Koyama & Beutler 
023 ). Due to the impressive increase in computational speed for
he inference ( ∼3 orders of magnitude impro v ement with respect
o the PYBIRD runs), we opted for this set-up to run and present
ur final MCMC forecasts. 1 We vary three cosmological parameters, 
 ω c , h , and ln (10 10 A s )], seven bias and counter terms parameters,
b 1 , c 2 , b 3 , c ct , c r, 1 , c ε, 1 , and c ε, quad 

)
, and, in the case of IM, we also 

ary T̄ H I . The scalar spectral inde x n s is fix ed to its true value, and
o is the baryon fraction f b = ω b /( ω b + ω c ). 

For the three cosmological parameters and b 1 , we assume the
niform flat priors shown in Table 1 . We do not employ Planck priors
n A s , ω c , and h because we wish to assess the precision versus
ccuracy performance of interferometric H I IM independently of 
MB e xperiments. F or T̄ H I we take a flat prior [0,1]. For the rest
f the bias and counter terms parameters, we follow D’Amico et al.
 2020 ) and set 

c 2 ∼ U( −4 , 4) , b 3 ∼ N (0 , 2) , 
c ct ∼ N (0 , 2) , c r, 1 ∼ N (0 , 8) , 
c ε, 1 / n H I ∼ N (0 , 400) , c quad ∼ N (0 , 2) . 

Finally, we assume a Gaussian likelihood given by 

ln L ( P 

d | θ ) = −1 

2 
( P 

d − P 

m ) T C 

−1 ( P 

d − P 

m ) , (6) 

ith P 

d being the mock data (the power spectrum monopole, P 0 , and
uadrupole, P 2 ), P 

m being the EFTofLSS model predictions for a
iven set of parameters, θ , and C being the covariance matrix. 

.1 The systematics-free, Stage-IV sur v ey scenario 

e start by comparing the performance of a Stage-IV spectroscopic 
alaxy surv e y and an analogous IM surv e y, assuming both of them
re free of systematic effects. The volumes of the surv e ys are taken
o be exactly the same, 2 but the ef fecti ve mean number densities (i.e.
he noise components) are different as we have described in detail
n Section 3 (see e.g. Fig. 2 ). Following up on the discussion in the
revious section, we emphasize again that in the case of H I IM there
s an additional o v erall amplitude parameter, T̄ 2 H I ∝ �2 

H I , which we
ary. This means that a total of 10 (11) parameters are varied in the
CMC for the optical (IM) surv e ys under consideration. 
The MCMC contours for the idealized case are shown in Fig. 4 .
e are able to reco v er the true values in an unbiased manner, which

lso confirms the accuracy of the MATRYOSHKA emulator (see 
onald-McCann et al. 2023 for a suite of validation tests). The
tage-IV spectroscopic optical galaxy surv e y and the CHORD-like 
 I IM surv e y hav e similar constraining power when the same surv e y
olume is assumed. An exception is the primordial amplitude A s . In
he CHORD-like IM case, additional degeneracies due to varying 
¯
 H I increase the uncertainty in A s compared to the optical case. 
MNRAS 519, 6246–6256 (2023) 
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Table 1. Fiducial values, prior ranges, and marginalized constraints for the four parameters of interest (68 per cent confidence level). We vary 10 
parameters in total for optical galaxy surv e ys, and 11 for IM (adding the T̄ H I parameter). For the IM surv e ys, we consider different k min limits to 
mitigate 21cm foreground removal effects. 

Parameters of interest ω c h ln (10 10 A s ) b 1 

Fiducial values 0.1193 0.677 3.047 1.1 
Priors [0.101,0.140] [0.575,0.748] [2.78,3.32] [0,4] 

Case k -range ( h Mpc −1 ) 
Optical galaxy surv e y (Fig. 4 ) 0.001 < k < 0.2 0 . 119 + 0 . 003 

−0 . 003 0 . 676 + 0 . 008 
−0 . 008 3 . 05 + 0 . 04 

−0 . 04 1 . 1 + 0 . 03 
−0 . 02 

IM-noFG (Fig. 4 ) 0.001 < k < 0.2 0 . 119 + 0 . 003 
−0 . 003 0 . 676 + 0 . 007 

−0 . 007 3 . 00 + 0 . 08 
−0 . 08 1 . 1 + 0 . 02 

−0 . 02 

IM-subFG, k min = 0 . 01 h Mpc −1 (Fig. 7 ) 0.01 < k < 0.2 0 . 1282 + 0 . 0011 
−0 . 0005 0 . 697 + 0 . 003 

−0 . 002 3 . 12 + 0 . 06 
−0 . 05 0 . 95 + 0 . 02 

−0 . 02 

IM-subFG, k min = 0 . 03 h Mpc −1 (Figs 7 and 8 ) 0.03 < k < 0.2 0 . 125 + 0 . 004 
−0 . 002 0 . 689 + 0 . 010 

−0 . 005 3 . 12 + 0 . 07 
−0 . 07 0 . 96 + 0 . 02 

−0 . 02 

IM-subFG, k min = 0 . 05 h Mpc −1 (Figs 7 and 8 ) 0.05 < k < 0.2 0 . 121 + 0 . 007 
−0 . 004 0 . 679 + 0 . 015 

−0 . 010 3 . 09 + 0 . 09 
−0 . 07 0 . 98 + 0 . 03 

−0 . 03 

Figur e 4. Mar ginalized 1D and 2D posterior distributions, and 1 σ and 2 σ contours, for a Stage-IV spectroscopic optical galaxy surv e y and a CHORD-like IM 

surv e y. The black dashed line shows the fiducial (true) parameters. We show the four parameters of interest and T̄ H I , but we remind the reader that a total of 10 
parameters are included in the MCMC for the optical surv e y, and 11 for the IM surv e y (see Appendix B , Fig. B1 ). 
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From Table 1 we see that, in the absence of systematics, the
HORD-like H I IM surv e y determines ω c with < 3 per cent error, h
ith 1 per cent error, ln (10 10 A s ) with < 3 per cent error, and b 1 (the

inear H I bias) with < 2 per cent error. The surv e y can also constrain
¯
 H I = 0 . 171 + 0 . 005 

−0 . 006 , demonstrating how exploiting mildly non-linear
cales can break degeneracies. 
NRAS 519, 6246–6256 (2023) 
.2 Contaminating the data vector with 21cm for egr ound 

emo v al effects 

n order to contaminate our synthetic data vector (i.e. the H I power
pectrum multipoles P 0 and P 2 in Fig. 3 ) with 21cm foreground
emov al ef fects, we will use the simulations-based prescription by
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Figure 5. Top panel: Fiducial monopole (  = 0) and quadrupole (  = 2) data, 
with and without foreground removal effects, assuming a CHORD-like IM 

surv e y. Bottom panel: The ratios of the power spectrum multipoles illustrate 
the amplitude and scale dependence of the foreground removal effects. 
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Figure 6. The effect of ∼10 per cent variations of the four parameters of 
interest on the EFTofLSS model predictions. For comparison, we also plot 
the simulations-based effect of 21cm foreground removal. 
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oares et al. ( 2021 ). This prescription can fit H I IM simulations with
ore ground remo v al ef fects, assuming that PCA or FastICA with N IC 

 4 independent components was used for the foreground cleaning. 
he choice N IC = 4 corresponds to an excellent calibration scenario 

which will hopefully be the case by the time CHORD and PUMA
ome online) and no polarization leakage (Wolz et al. 2014 ; Alonso
t al. 2015 ; Liu & Shaw 2020 ; Cunnington et al. 2021 ). F or e xisting
 I IM surv e ys, we kno w that much more aggressi v e fore ground

emoval (much higher N IC ∼ 20–30) is employed to deal with more 
omplicated foregrounds, noise, and unknown systematics (see e.g. 
asui et al. 2013 ; Switzer et al. 2013 ; Wolz et al. 2022 ; Cunnington

t al. 2023 ). 
We present the result of contaminating our data vector with 21cm 

ore ground remo v al ef fects in Fig. 5 . This is our mock data vector
or the remainder of the paper. As we can see, foreground cleaning
esults in the damping of power across a wide range of scales in the
pherically averaged power spectrum (the monopole, P 0 ). This is a 
ell-kno wn ef fect, which has also been identified in the context of
igh-redshift 21cm surv e ys of the Epoch of Reionization (Petrovic 
 Oh 2011 ). Higher order multipoles were first studied e xtensiv ely

n Blake ( 2019 ), Cunnington et al. ( 2020 ), and Soares et al. ( 2021 ),
ocusing on post-reionization H I . In the case of the quadrupole ( P 2 ),
here P ( k , μ) is weighted as a function of μ, we see an enhancement
f power on large scales. It is also important to note that, both for P 0 

nd P 2 , while the largest effect is clearly on small k , there is still an
ffect along larger k . Given that the error bars of our chosen surv e ys
re extremely small, the large k effect may introduce a significant 
ystematic bias as well. We can only verify and quantify this at the
evel of the parameter inference, and we will do so in the following
ections. 

We remark that we assume no prior knowledge of the 21cm 

ore ground remo val fitting function from Soares et al. ( 2021 ). That
s, we will not attempt to include a model (and associated nuisance
arameters we need to vary) for the 21cm foreground removal effects 
n our theory vector. We will instead follow a more conserv ati ve,
data-driven’ approach, imposing scale cuts on the contaminated 
ata vector. Ho we ver, the former method has been shown to be very
romising in the context of single-dish experiments, and it would be
mportant to re-e v aluate its performance when realistic, end-to-end 
imulations are available (see e.g. the discussion in Spinelli et al.
022 ). 
Finally, before presenting our MCMC analyses using the con- 

aminated data vector, it is instructive to see how varying our four
arameters of interest affects the predictions of the EFTofLSS model 
f equation ( 5 ), and compare with the features of the 21cm foreground
emov al ef fects. This comparison is sho wn in Fig. 6 . It is well known
hat different cosmological and nuisance parameters affect the power 
pectrum amplitude and shape in distinct ways. Comparing these 
ith our simulated 21cm foreground removal effects suggests that 

ome parameters, e.g. h , have features on the mildly non-linear scales
MNRAS 519, 6246–6256 (2023) 
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Figure 7. Violin plots showing the marginalized 1D posteriors on the four 
parameters of interest for the different k min limits we have considered for 
the CHORD-like IM surv e y contaminated by foreground removal effects. 
The dashed blue lines show the true (fiducial) values. The white points show 

the median values. The thick solid (thin dotted) blue lines show the 1 σ
(2 σ ) regions. The shaded cyan regions show the density of the marginalized 
posteriors. We remind the reader that a total of 11 parameters are included in 
the MCMC. 
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hat might make them easier to constrain in an unbiased way (i.e. to
isentangle them from the fore ground remo v al ef fects) than others,
.g. A s and b 1 . 

.3 Imposing k min cuts: precision versus accuracy 

n this section we perform an MCMC analysis for the CHORD-
ike surv e y under consideration, using the contaminated H I IM data
ector with different k min limits. Our results for the four parameters
f interest are summarized in Table 1 and Fig. 7 . The different scale
uts we consider are the following: 

(i) Case I: We start by imposing a scale cut k min = 0 . 01 h Mpc −1 

n order to exclude the largest scales where foreground subtraction
as the most impact. This is not enough: The parameter estimation
ecomes strongly biased for ω c , h , and b 1 . The primordial amplitude
s unbiased within < 2 σ because of the marginalization of T̄ H I (i.e.
f T̄ H I w as k ept fixed, A s w ould also be strongly biased). For the H I

rightness temperature we get T̄ H I = 0 . 173 + 0 . 004 
−0 . 004 . 

(ii) Case II: Imposing a stricter scale cut k min = 0 . 03 h Mpc −1 .
n this case the ω c , h , and A s parameters are unbiased within 2 σ ,
hile b 1 remains biased. For the H I brightness temperature we get

¯
 H I = 0 . 174 + 0 . 004 

−0 . 005 . 
(iii) Case III: Imposing a scale cut k min = 0 . 05 h Mpc −1 . In this

ase the ω c , h , and A s parameters are unbiased within 1 σ , while
 1 remains biased. For the H I brightness temperature we get T̄ H I =
 . 176 + 0 . 004 

−0 . 006 . 
NRAS 519, 6246–6256 (2023) 
In Fig. 8 , we compare the idealized case (noFG) and the cases
ith k min ≥ 0 . 03 h Mpc −1 limits that lead to unbiased (within 2 σ )

onstraints on ω c , h , and A s . Looking back at Fig. 6 , we deduce that
or k min ≥ 0 . 03 h Mpc −1 the scale-dependent features of varying ω c 

nd h are sufficient to constrain them accurately, in contrast to b 1 ,
hich gets significantly biased due to the amplitude change from

he 21cm foreground removal. The primordial amplitude A s is less
ffected because of the marginalization of T̄ H I (we have checked that
hen T̄ H I is kept fixed, A s becomes strongly biased). 
From Table 1 and Figs 7 and 8 , we also see that the price to pay

or the unbiased estimates of ω c and h parameters is a decrease in
he precision with respect to the idealized case, as expected. 

 C O N C L U S I O N S  

e hav e pro vided perturbation theory predictions for H I IM, and
erformed full shape MCMC analyses including the impact of 21cm
ore ground remo v al. Albeit our frame w ork w as developed in the
ontext of low-redshift, interferometric H I IM surveys like CHIME,
IRAX, CHORD, and PUMA, our results are also rele v ant for single-
ish surv e ys as well as Epoch of Reionization surv e ys. The main
onclusions we draw from this work are: 

(i) In the idealized case without any systematic biases in the data,
nterferometric H I IM surv e ys with instruments like CHORD and
UMA are competitive with Stage-IV optical galaxy surv e ys. Our
esults, summarized in Table 1 , assume a single-redshift bin centred
t z = 0.5. In the case of redshift-independent parameters like ω c ,
 s , and h , we naively expect the parameter estimation uncertainties

o be reduced by roughly 1 / 
√ 

N , where N is the number of redshift
ins. This is an advantage for H I IM surv e ys with respect to optical
urv e ys, since the former are not shot-noise limited and can rapidly
o v er v ery large redshift ranges. Ho we ver, the thermal noise of
n interferometer can increase rapidly with redshift. Nevertheless,
orecasts for experiments similar to what we consider here have
hown that interferometric H I IM should be advantageous at high
edshift 2 < z < 6. The cosmological volume spanned at this range is
hree times higher than the typical optical galaxy surv e ys range, 0 <
 < 2, with an increased k max , i.e. an increased number of (easier to
odel) linear and mildly non-linear modes. Forecasts for a dedicated

Stage-II’ H I IM experiment showed that S / N > 1 is achie v able for
ll modes with k ≤ 0.4 h Mpc −1 at z ≤ 6 (Ansari et al. 2018 ). 

(ii) Including 21cm foreground removal effects based on
imulations-based prescriptions, the parameter estimation becomes
trongly biased for ω c , h , and b 1 , while A s is less biased ( < 2 σ ). 

(iii) Adopting the scale cuts approach to try and mitigate the
iases, we find that scale cuts k min ≥ 0 . 03 h Mpc −1 are required
o return accurate estimates for ω c and h , at the price of a decrease
n the precision, while b 1 remains biased. 

In future work, it would be interesting to investigate the possible
 I and cosmology dependence of the foreground transfer function.
his is a method to correct for signal loss from foreground removal,
hich has been used in all the H I -galaxy cross-correlation detections

o far. Due to the low S / N of current experiments, the cosmology is
ept fixed to the Planck best-fitting values and the only parameter
e can constrain is �H I b 1 r , with r the H I -galaxy cross-correlation

oefficient (Masui et al. 2013 ; Anderson et al. 2018 ; Wolz et al.
022 ; Cunnington et al. 2023 ). The foreground transfer function is
onstructed using mock simulations with fixed H I and cosmological
arameters. In light of our results, we believe it is important to study
ow robust the transfer function construction (and the resulting H I
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Figur e 8. Mar ginalized 1D and 2D posterior distributions, and 1 σ and 2 σ contours for a CHORD-like H I IM surv e y. We compare the idealized case and the 
cases with k min ≥ 0 . 03 h Mpc −1 limits that lead to unbiased (within 2 σ ) constraints on ω c , h , and A s . The black dashed line shows the fiducial (true) parameters. 
We show the four parameters of interest and T̄ H I , but we remind the reader that a total of 11 parameters are included in the MCMC (see Appendix B , Fig. B1 ). 
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ignal loss correction) is with respect to varying the parameters in 
he mock simulations. 
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oares et al. ( 2022 ), but we summarize them here for completeness.
hey are based on the MULTIDARK-PLANCK dark matter N -body
imulation (Klypin et al. 2016 ), which follows 3840 3 particles
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−1 . The cosmology is consistent
ith PLANCK15 (Ade et al. 2016 ). From this, the MULTIDARK-
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arameters are as follows: 

 b 1 , c 2 , b 3 , c ct , c r, 1 , c ε, 1 , c ε, quad } = { 1 . 1 , 0 . 6 , 0 . 1 , 0 . 1 , −10 , 0 , −0 . 8 } .
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Figur e B1. Mar ginalized 1D and 2D posterior distributions, and 1 σ and 2 σ contours, for a CHORD-like H I IM surv e y, including all 11 parameters varied in 
the MCMC. We show the idealized case (noFG) and a case with 21cm foreground removal effects and a scale cut k min = 0 . 03 h Mpc −1 (subFG). 
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