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A B S T R A C T 

We present a detection of correlated clustering between MeerKAT radio intensity maps and galaxies from the WiggleZ Dark 

Energy Surv e y. We find a 7.7 σ detection of the cross-correlation power spectrum, the amplitude of which is proportional to 

the product of the H I density fraction ( �H I ), H I bias ( b H I ), and the cross-correlation coefficient ( r ). We therefore obtain the 
constraint �H I b H I r = [0 . 86 ± 0 . 10 ( stat ) ± 0 . 12 ( sys )] × 10 

−3 , at an ef fecti ve scale of k eff ∼ 0 . 13 h Mpc −1 . The intensity maps 
were obtained from a pilot surv e y with the MeerKAT telescope, a 64-dish pathfinder array to the SKA Observatory (SKAO). 
The data were collected from 10.5 h of observations using MeerKAT ’s L -band receiv ers o v er six nights co v ering the 11 h 

field of WiggleZ, in the frequency range 1015–973 MHz (0.400 < z < 0.459 in redshift). This detection is the first practical 
demonstration of the multidish autocorrelation intensity mapping technique for cosmology. This marks an important milestone 
in the roadmap for the cosmology science case with the full SKAO. 

Key w ords: (cosmolo gy:) large-scale structure of Universe – cosmology: observations – methods: data analysis – methods: 
statistical – radio lines: general. 

1

P  

t  

d  

d  

g  

o  

n  

w  

�

n  

o
 

r  

H  

o  

t  

b  

v  

e  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/518/4/6262/6783169 by U
niversity of W

estern C
ape user on 16 M

arch 2023
 I N T RO D U C T I O N  

robing the large-scale structure of the Universe is a crucial step
owards precision cosmology as we try to constrain the nature of
ark energy, non-Gaussian fluctuations in the Universe’s primordial
ensity field, and test general relativity . Typically , this is done using
alaxy surv e ys with spectroscopic or photometric redshifts in the
ptical or near-infrared. At radio wavelengths, we use the redshifted
eutral hydrogen (H I ) hyperfine transition line, with a rest-frame
avelength of 21 cm, to measure redshift. Given the ubiquitous
 E-mail: steven.cunnington@manchester.ac.uk 
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Commons Attribution License ( http://cr eativecommons.or g/licenses/by/4.0/), whi
ature of H I in the Universe, we can use it to trace the distribution
f dark matter at low and high redshifts. 
The faintness of the H I emission line makes it challenging to

esolve individual galaxies at higher redshifts o v er large volumes.
o we ver, for cosmology we are interested in the bulk fluctuations
n large (Mpc) scales, so we can use the H I intensity mapping
echnique. This technique relaxes the requirement of galaxy detection
y integrating all 21 cm emission within relatively large spatial
oxels (Bharadwaj et al. 2001 ; Battye, Davies & Weller 2004 ; Chang
t al. 2008 ; Wyithe, Loeb & Geil 2008 ). This delivers high survey
peeds o v er large volumes, pro viding a no v el solution to the current
hallenges of observational cosmology. 

One of the main challenges in detecting the H I intensity mapping
ignal is the presence of foregrounds that are orders of magnitude
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righter. Removing these requires precise instrumental calibration. 
ross-correlating with galaxy surv e ys helps to mitigate residual 

ystematics from foregrounds, radio frequency interference (RFI), 
nd thermal noise (Wolz et al. 2016 ; Pourtsidou, Bacon & Crittenden
017 ). Moreo v er, it can impro v e constraints on cosmological param-
ters and provide insight into the H I astrophysics of the correlated 
alaxies (Anderson et al. 2018 ; Wolz et al. 2022 , hereafter W22 ). A
umber of forthcoming telescopes are aiming to conduct H I intensity 
apping surv e ys, such as CHIME (Newburgh et al. 2014 ), uGMRT

Chakraborty et al. 2021 ), Tianlai (Li et al. 2020 ), HIRAX (Newburgh
t al. 2016 ), CHORD (Vanderlinde et al. 2019 ), and PUMA (PUMA
ollaboration et al. 2019 ), all of which are interferometers. There are
lso individual single-dish receivers such as FAST (Bigot-Sazy et al. 
016 ) and BINGO (Wuensche 2019 ). Currently, the H I intensity 
apping signal has only been detected in cross-correlation with 

alaxy surv e ys (Chang et al. 2010 ; Masui et al. 2013 ; Anderson
t al. 2018 ; Tramonte & Ma 2020 ; Li, Stav ele y-Smith & Rhee 2021a ;
HIME Collaboration et al. 2022 ; W22 ). 
Both MeerKAT and the future SKA Observatory (SKAO) have 

een put forward as state-of-the-art intensity mapping instruments 
apable of complementing and extending cosmological measure- 
ents at other wavelengths (Santos et al. 2017 ; SKA Cosmology
WG 2020 ). Using the single-dish data from each element of the
rray (Battye et al. 2013 ; Bull et al. 2015 ), we can access the large
osmological scales inaccessible by the interferometer due to its lack 
f very short baselines. 
In this article, we used data from a MeerKAT pilot surv e y to
easure the cross-correlation power spectrum between the H I signal 

nd o v erlapping WiggleZ data (Drinkwater et al. 2010 ). With only
0 . 5 h of data for each of the 64 dishes o v er an ef fecti v e surv e y area
f ∼ 200 deg 2 , this detection shows the power of this approach and
aves the way towards probing large cosmological scales with much 
arger surv e ys with MeerKAT and SKAO. 

The paper is structured as follows: In Section 2 , we introduce
he data products used in this study. The formalism adopted for the
ower spectrum estimation and modelling is discussed in Section 3 . 
ection 4 introduces our approach to foreground cleaning in the 
eerKAT intensity maps. We present our main results in Section 5 

nd finally conclude in Section 6 . 

 M E E R K AT  PILOT  SURV EY  DATA  

ere, we summarize the MeerKAT instrument along with the obser- 
ation strategy and pipeline used for obtaining the intensity mapping 
ilot surv e y data. The observational details are presented in Wang
t al. ( 2021 ; hereafter W21 ) which describes in detail the calibration
trategy and first sky maps analysis. 

MeerKAT is based in the Upper Karoo region of South Africa 
nd will eventually become a part of the final SKA1-Mid. 1 The 
KAO is expected to end construction in 2029 July, meaning 
eerKAT will be used up to then to deliver transformative science 

Santos et al. 2017 ). MeerKAT is composed of 64 dishes, each of
hich is 13 . 5 m in diameter and can use three possible receivers,
HF band (580 −1015 MHz ), L band (900 −1670 MHz ), and S band

1750 −3500 MHz ). For the single-dish H I intensity mapping pilot 
urv e y data in this work the L -band receiver was used, in principle
llowing z < 0 . 58 redshifts to be probed; however, we only use a
mall subset of this range as discussed later in this section. 
 ht tps://www.skao.int /

n

w  

v  
For single-dish observations, we require a scanning strategy where 
he dishes are mo v ed rapidly across the sk y, co v ering a certain target
atch. The surv e y targeted a single patch of ∼ 200 deg 2 in the Wig-
leZ 11 h field, co v ering 153 ◦ < R.A. < 172 ◦ and −1 ◦ < Dec. < 8 ◦

Blake et al. 2010 ; Drinkwater et al. 2010 , 2018 ), a v oiding the
trongest region of Galactic emission. The observations took place 
 v er six nights between 2019 February and July, which allowed
ll observing to be done at high ele v ation ( > 40 deg ) to minimize
uctuations of ground spill and airmass. After accounting for 
alibration in the observations, each complete scan across the sky 
atch took around 1.5 h and we repeated this seven times over the
ix nights to give the 10.5 h of combined data. We refer to each 1.5 h
can as a time block . The 10.5 h of observational data is obtained for
ach of the 64 dishes, although data from ∼ 4 dishes on average were
ompletely remo v ed from each time block due to equipment issues.
he telescope scan speed (5 arcmin s −1 along azimuth) meant the 
ishes mo v ed rapidly across the sky allowing 10 deg to be scanned
n ∼ 100 s . 

Our calibration strategy for the time-ordered data (TOD) involved 
he use of noise diodes which were fired every 20 s. Bandpass and
bsolute calibration of the diodes into Kelvin are performed through 
bservation of a bright source of known flux density and spectrum.
e use 3C 273 as a bright source calibrator for five of the seven

ime blocks, using 3C 237 and Pictor A for the remaining blocks.
hese diode solutions are then used to calibrate the TOD together
ith a multicomponent model. The use of the diode remo v es long-

erm noise correlation, so-called 1/f noise, due to receiver chain gain
ariations on time-scales longer than 20 s. On shorter time-scales, 1/f
oise is negligible compared to thermal noise fluctuations (Li et al.
021b ). We also subtract the average signal every 220 s in the TOD
hich suppresses residual very long time-scale gain changes. This 

hould reduce the o v erall variance of the signal but can potentially
ave the adverse effect of removing H I signal over large angular
cales. In this work, we assume any signal loss from this process is
ubdominant relative to the signal loss from foreground cleaning and 
hus do not attempt any reconstruction. 

The data underwent three levels of RFI flagging at different stages
f the calibration, starting with strong RFI flagging on the raw signal
sing the SEEK package (Akeret et al. 2017 ), then removing per-
hannel outliers in the TOD, then finally removing residual low- 
evel RFI features, later in the pipeline after the map-making. Since
hese were dual-polarization autocorrelation observations, each dish 
nd time block provide separate HH and VV polarization data at
ach frequency in the L band. The mean-value of the two calibrated
olarization temperatures gives the total intensity corresponding to 
he Stokes I. At each frequency and time block, the TOD for each
ish, d , is projected into the map space via the map-making process
Tegmark 1997 ): 

ˆ  = 

(
A 

T N 

−1 A 

)−1 
A 

T N 

−1 d, (1) 

n which A is the pointing matrix mapping the TOD to the map
oordinates and N is the noise covariance matrix between time 
tamps. 

The noise covariance matrix N is assumed to be diagonal with
onstant variance during the observation; however, we allow the 
ariance to differ between dishes. The noise covariance is also 
rojected to the map space via: 

ˆ  = 

(
A 

T N 

−1 A 

)−1 
, (2) 

here ˆ n is the pixel noise variance. The inverse of the pixel noise
ariance, w H I = 1 / ̂  n , is used as the inverse-variance weight in the
MNRAS 518, 6262–6272 (2023) 
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M

Figure 1. MeerKAT intensity map showing the total sky in the WiggleZ 

11 h field, which is dominated by foreground emission. The map has been 
av eraged o v er the 199 frequenc y channels co v ering 1014 . 6 > ν > 973 . 2 MHz 
(0 . 400 < z < 0 . 459). The yellow dots show the position of point sources with 
flux > 1 Jy at 1400 MHz . The blue ring shows the full width at half-maximum 

(FWHM) of the MeerKAT beam at the mean frequency. 
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nalysis. 2 We use the flat-sky approximation and grid the maps into
quare pixels with a width of 0 . 25 deg . To create the final maps,
e average over all individual dish maps and time blocks at each

requency. 
The MeerKAT L band has 4096 frequency channels; ho we ver,

n this work, we only use 199 channels at 973 . 2 −1014 . 6 MHz
0 . 400 < z < 0 . 459). Whilst using more frequency channels would in
rinciple impro v e signal-to-noise ( S / N ) in the cross-correlation, since
here are WiggleZ galaxies available beyond these redshifts, we find
he data to be more RFI dominated outside these frequency ranges,
nd flagging them is the safest option initially. Of the 199 channels
elected to use, a further 32 are remo v ed due to their dominant
ontributions to the eigenmodes of the principal component analysis
PCA; see later discussion in Section 4 ) for those particular channels.
his aggressiv e strate gy can be seen as a final RFI-flagging stage and
as necessary in order for us to obtain a cross-correlation detection.
e leave to future work an investigation into a less aggressive

agging approach to see if this is beneficial in more sophisticated
oreground cleaning algorithms. The observed map showing the total
ky dominated by the foregrounds is shown in Fig. 1 . This shows good
greement with models of diffuse Galactic emission (see comparison
n W21 ) and a correlation can be seen by eye between the observed
mission and the position of known point sources (obtained from the
ED 

3 data set), indicated by the yellow dots. 
The MeerKAT dish-diameter of 13 . 5 m creates a large beam when

sed in single-dish mode. The FWHM of the central lobe for the beam
an be given approximately by θFWHM 

= 1 . 16 cν/D dish (Matshawule
t al. 2021 ), where c is the speed of light, ν is the frequency of
bservation, and D dish is the dish diameter. For the MeerKAT pilot
urv e y this gives θFWHM 

= 1 . 48 deg at the mean frequency. This size
f the beam is demonstrated in Fig. 1 by the blue ring which shows
ood agreement with the approximate sizes of the strongest point
ources. 

 POWER  SPECTRUM  ESTIMATION  &  

O D E L L I N G  

ere we present the adopted formalism for the power spectrum
stimation, along with the theoretical prediction used for comparison
ith the measurements. The power spectrum estimation process
NRAS 518, 6262–6272 (2023) 

 We adopt the H I in the subscript of w H I to maintain a consistent notation 
ith later formalism where the intensity maps weights require distinguishing 

rom the galaxy weights. 
 http://ned.ipac.caltech.edu/byparams 

w  

n  

f  

c  

t  

a  
s based on the optimal weighting method outlined in Feldman,
aiser & Peacock ( 1994 ; see Wolz et al. 2017 and Blake 2019

or applications to H I intensity mapping cross-correlations). We also
iscuss our approach to error estimation. The theoretical model fitted
o the measured power spectrum is similar to previous studies (e.g.

asui et al. 2013 ; W22 ) whereby we use a biased matter power
pectrum with a fixed cosmology, with some treatment to account
or linear redshift-space distortions (RSDs) and damping from the
elescope beam. 

.1 Power spectrum estimation 

e begin by defining the two Fourier transformed fields of the H I

emperature fluctuation maps δT H I and the galaxy count field n g as 

˜ 
 H I ( k ) = 

∑ 

x 

δT H I ( x ) w H I ( x ) exp ( ik ·x ) (3) 

˜ 
 g ( k ) = 

∑ 

x 

n g ( x ) w g ( x ) exp ( ik ·x ) − N g ˜ W g ( k ) , (4) 

here N g = 

∑ 

n g is the total number of galaxies in the optical maps
nd ˜ W g is the weighted Fourier transform of the selection function
 W g ) which is normalized such that 

∑ 

x W g ( x ) = 1; 

˜ 
 g ( k ) = 

∑ 

x 

W g ( x ) w g ( x ) exp ( ik ·x ) . (5) 

he selection function W g accounts for incompleteness in the
iggleZ surv e y and is constructed by stacking the random catalogues

enerated in Blake et al. ( 2010 ), reproducing the varying target and
edshift completeness. The map weights in the abo v e equations are
he inverse-variance map for the H I field, w H I ( x ) = 1 / ̂  n ( x ) (defined
n Section 2 ), and for the galaxies we use the optimal weighting as
er Feldman et al. ( 1994 ): 

 g ( x ) = 1 

/(
1 + 

W g ( x ) N g P 0 

V cell 

)
, (6) 

ˆ 
 H I , g ( k ) = 

V cell ∑ 

x 
w H I ( x ) w g ( x ) W g ( x ) 

Re 
{ 

˜ F H I ( k ) · ˜ F 

∗
g ( k ) 

} 1 

N g 
. (7) 

imilarly, the H I and galaxy autopower spectra, which are needed
or the error estimation (see below), are given by 

ˆ 
 H I ( k ) = 

V cell ∑ 

x w 

2 
H I ( x ) 

| ̃  F H I ( k ) | 2 , (8) 

ˆ 
 g ( k) = 

V cell ∑ 

x w 

2 
g ( x ) W 

2 
g ( x ) 

[| ̃  F g ( k ) | 2 − S g 
] 1 

N 

2 
g 

, (9) 

here S g accounts for the shot noise in the galaxy surv e y, giv en as 

 g = N g 

∑ 

x 

w 

2 
g ( x ) W g ( x ) . (10) 

hese power spectra are all spherically averaged into bandpowers
 k | ≡ k to provide the final one-dimensional (1D) power spectra
esults. For noise-dominated H I intensity maps, the errors for the
ross-power can be estimated analytically from 

ˆ H I , g ( k ) = 

1 √ 

2 N m 

( k ) 

√ 

ˆ P 

2 
H I , g ( k ) + 

ˆ P H I ( k ) 

(
ˆ P g ( k ) + 

1 

n̄ g 

)
, (11) 

here N m 

is the number of modes in each k -bin and
¯ g = N g / ( l x × l y × l z ) is the number density of galaxies. The 1 / 

√ 

2
actor in equation ( 11 ) appears because this is the error on a cross-
orrelation of two fields, so the number of independent pairs available
o measure the variance on the mean doubles. We compared these
nalytical error estimations to ones calculated from cross-correlating

art/stac3060_f1.eps
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he MeerKAT data with the random WiggleZ catalogues used to 
erive the selection function, finding very good agreement across all 
cales. Furthermore, we also found good agreement with an internal 
rror estimation which used a jack-knife approach (Norberg et al. 
009 ). 

.2 Theoretical modelling 

e fit a model to the cross-power spectrum which is given by 

 H I , g ( k ) = T H I b H I b g r(1 + f μ2 ) 2 P m 

( k) 

× exp 

[−(1 − μ2 ) k 2 R 

2 
beam 

2 

]
, (12) 

here T H I is the mean H I temperature of the field in mK, b H I and b g 
re the H I and galaxy biases, and r is the cross-correlation coefficient. 
e account for linear RSDs with the (1 + f μ2 ) 2 factor (Kaiser

987 ), where f is the growth rate of structure and μ is the cosine of
he angle from the line-of-sight. P m 

is the matter power spectrum 

roduced using CAMB (Lewis, Challinor & Lasenby 2000 ) with a 
lanck18 (Planck Collaboration I 2020 ) cosmology. The exponential 
actor approximates the smoothing of perpendicular modes due 
o the MeerKAT beam, where R beam 

is the standard deviation of
he Gaussian beam profile in comoving units, taking into account 
he reconvolution (as later explained in Section 4.1 ), which gives 
 beam 

= 13 . 3 Mpc h 

−1 . 
To fully account for RSD, the model in equation ( 12 ) should be

not including the beam damping for brevity) 

 H I , g ( k ) = T H I 
[
rb H I b g + b H I f μ

2 + b g f μ
2 + f 2 μ4 

]
P m 

( k) , (13) 

hich accounts for the biases appearing in cross-terms 
rom the expansion of the two fields in redshift space 
s 
H I ( k ) = b H I δm 

( k ) + f μθ ( k ) and δs 
g ( k ) = b g δm 

( k ) + f μθ ( k ), where
( k ) is the velocity divergence field. 4 Ho we ver, we are only at-

empting a fit to the spherically averaged power spectrum monopole, 
hich is uniformly averaged across μ. This would make b H I perfectly 
egenerate with T H I r . To break this degeneracy we would need to 
ntroduce an anisotropic sensitivity on μ in our analysis, achieved 
y modelling the quadrupole (Cunnington et al. 2020 ; Soares et al.
021 ). This would require a higher S / N than we have available from
he MeerKAT pilot surv e y data. This is why we follow previous
iterature ( W22 ) and probe the degenerate quantity T H I b H I r , but
nclude a matter-only RSD, to avoid biasing the amplitude of the 
ower spectrum by the (1 + f μ2 ) ∼ 1 . 7 Kaiser term. 
The model in equation ( 12 ) is discretized on to the same 3D grid

f modes as the data and then convolved with the surv e y window
unctions: 

P H I , g ( k ) → P H I , g ∗ W H I W g 

= 

∑ 

i P H I , g ( k 

′ 
i ) Re 

{
˜ W g ( k − k 

′ 
i ) ˜ W H I ( k − k 

′ 
i ) 

∗}∑ 

w g ( x ) w H I ( x ) W g ( x ) W H I ( x ) 
. (14) 

n lieu of a precisely constructed surv e y selection function W H I for
he H I intensity maps, we use a simple binary window function that
s 1 wherever a pixel is filled and 0 otherwise. The convolved model
n equation ( 14 ) is spherically averaged into the same k -bins as the
ata. 
 The cross-correlation coefficient r only enters on cross-correlation between 
iased density terms. 

a
t

K

The mean H I temperature T H I can be recast to the H I density
raction ( �H I ) using (Battye et al. 2013 ) 

 H I ( z) = 180 �H I ( z) h 

(1 + z) 2 √ 

�m 

(1 + z) 3 + �� 

mK , (15) 

here �m 

and �� 

are the density fractions for matter and the 
osmological constant, respectively. Thus fitting the amplitude of 
he cross-power spectrum allows us to constrain �H I b H I r . When 
tting �H I b H I r to the power spectrum data using the model in
quation ( 12 ), we fix the galaxy bias ( b g ) and growth rate ( f ), since
hey are well constrained from other experiments relative to the 
ther parameters. We assume f = 0 . 737 [based on f ∼ �m 

( z) γ ,
here γ = 0 . 545 (Linder 2005 ; Planck Collaboration I 2020 )] and
 g = 0 . 911 (Blake et al. 2011 ) at the central redshift of our data 
 z eff = 0 . 43). 

 F O R E G RO U N D  C L E A N I N G  

ere, we discuss the foreground cleaning performed on the MeerKAT 

ntensity maps. We provide detailed descriptions on each stage in the
ollowing subsections but begin with a summary of the foreground 
leaning method we adopt. 

Before cleaning, the maps are resmoothed using a Gaussian 
indow function with kernel size 1.2 times the largest beam 

ize within the frequency range (see Section 4.1 for details). The
oreground cleaning is then performed using a blind PCA method, 
hich relies on the foregrounds being the dominant signal and 

orrelated in frequency. Thus, by removing the first N fg principal 
omponent modes in frequency from each pixel, the majority of their
ontribution is suppressed (see Section 4.2 for further discussion). 
 ore ground cleaning is imperfect, and the cleaned maps contain
esidual foreground. Furthermore, some H I signal will be removed, 
ypically on larger scales where modes are most degenerate with 
he spectrally smooth foregrounds. We aim to reconstruct this lost 
ignal with a foreground transfer function, which we discuss in 
ection 4.3 . 

.1 Reconvolution of maps 

t is understood that a frequency-dependent beam size can cause 
he foregrounds to leak into a greater number of spectral modes,
equiring more aggressive cleaning (Alonso et al. 2015 ; Switzer 
t al. 2015 ). A way to potentially mitigate this issue is to convolve
ll maps to a common resolution before performing the foreground 
lean, as done in previous experiments ( Masui et al. 2013 ; Wolz
t al. 2017 , W22 ; Anderson et al. 2018 ). Ho we ver, recent tests on
imulations suggest that a simple Gaussian resmoothing of the data 
o a common resolution does not impro v e blind foreground removal
echniques, even if the true beam is a perfect Gaussian (Matshawule
t al. 2021 ; Spinelli et al. 2021 ). For real data though, it is beneficial
o resmooth to homogenize some of the systematic contributions 
rom e.g. residual RFI or polarization leakage. For this reason we
erform a weighted resmoothing on the MeerKAT H I intensity maps 
rior to foreground cleaning. 
An intensity map δT 

′ which has a frequency-dependent beam 

denoted by the ′ index) with a FWHM θFWHM 

( ν) in degrees, and an
ngular separation between pixels given by 
θ , is convolved with 
he following kernel: 

( 
θ, ν) = exp 

[
− 
θ2 

2[ γ σ 2 − σ 2 ( ν)] 

]
, (16) 
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Figure 2. MeerKAT intensity maps foreground cleaned by removing 
N fg = 30 PCA modes. Top panel has been averaged over the 199 frequency 
channels co v ering 1014 . 6 > ν > 973 . 2 MHz (0 . 400 < z < 0 . 459) (foreground 
clean performed before averaging through frequency). Middle three panels 
show some example single frequency channels. Bottom panel shows the 
normalized weights w H I used in the analysis. The yellow dots show the 
position of point sources with flux > 1 Jy at 1400 MHz . The blue ring shows 
the FWHM of the MeerKAT beam at the minimum frequency, multiplied by 
the resmoothing parameter i.e. γ θFWHM 

( νmin ). 

b  

t

4

W  

a  

S  

b  

d  

B  

c

M

T  

i  

a  

d  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/518/4/6262/6783169 by U
niversity of W

estern C
ape user on 16 M

arch 2023
here σ ( ν) = θFWHM 

( ν) / (2 
√ 

2 ln 2 ), σ max is the maximum σ ( ν)
alue, and γ is a scaling factor which go v erns how much the final
f fecti ve resolution is decreased by. 

In previous Green Bank Telescope (GBT) studies, a choice of
= 1 . 4 was used (Masui et al. 2013 ). In this work, due to the already

arge MeerKAT beam, we use a smaller value of γ = 1 . 2. We experi-
ented with this choice, and discuss the consequences of varying γ

n our results (Section 5 ). The choice of γ = 1 . 2 gives a frequency-
ndependent ef fecti v e beam size of γ θFWHM 

( νmin ) = 1 . 82 de g . 
The kernel in equation ( 16 ) is normalized such that the sum o v er

ll pixels is equal to unity, then the weighted convolution used to
esmooth the maps is given by 

T ( θ, ν) = 

[
δT ′ ( θ, ν) w 

′ 
H I ( θ, ν) 

] ∗ K( 
θ, ν) 

w 

′ 
H I ( θ, ν) ∗ K( 
θ, ν) 

, (17) 

here w 

′ 
H I ( θ ) is the inverse-variance weight. The ∗ denotes a

onvolution performed separately in each frequency channel e.g.
 

′ 
H I ( θ ) ∗ K( 
θ ) = � i w 

′ 
H I ( θi ) K( θ − θi ), where the summation is

 v er each pix el i . To ensure the weight field still represents the inverse
ariance of the new resmoothed field, the weight w 

′ 
H I is convolved

ccording to 

 H I ( θ, ν) = 

[
w 

′ 
H I ( θ, ν) ∗ K( 
θ, ν) 

]2 

w 

′ 
H I ( θ, ν) ∗ K 

2 ( 
θ, ν) 
. (18) 

.2 PCA for egr ound cleaning 

n this work, a PCA-based blind foreground subtraction method is
sed. The observed intensity maps can be represented by a matrix
 obs with dimensions N ν ×N θ where N ν is the number of frequency

hannels along the line-of sight and N θ is the number of pixels.
he assumption behind blind-foreground cleaning is that the data
an be represented by the linear system X obs = 

ˆ A S + R , where ˆ A
epresents the mixing matrix and S are the N fg separable source
aps identified by projecting the mixing matrix along the data
 = 

ˆ A 

T X obs . In PCA, the mixing matrix is extracted from the eigen-
ecomposition of the frequency covariance matrix of the mean-
entred data, defined by C = ( wX obs ) T ( wX obs ) / ( N θ − 1), where w are
he inverse variance weights recast into N ν ×N θ matrices. The eigen-
ecomposition is then given as CV = V � , where � is the diagonal
atrix of eigenvalues ordered by descending magnitude, and V is

he eigen vector , the first N fg of which supplies the set of functions
sed to construct the mixing matrix. We assume the subtraction of

ˆ 
 S in the linear system will remo v e dominant fore grounds, leaving
ehind in the residuals R most of the H I signal not remo v ed in the
ubtraction along with Gaussian thermal noise. 

We show some resulting maps from the foreground cleaning in
ig. 2 . The top panel, which shows the average through frequency,
e veals e vidence of residual foreground structure which can be seen
rom comparison with the uncleaned sky map in Fig. 1 . Ho we ver, the
mplitude of the map has decreased by several orders of magnitude,
hus the foreground residuals should dominate less o v er the H I

uctuations. The reason for the very low amplitude in the top panel
s due to the average through frequency being suppressed in the PCA
lean. Since this will remo v e large radial modes it can conceptually be
een as removing the mean from the line-of-sight. The middle three
anels show some examples of cleaned maps in individual frequency
hannels. Here the amplitude is not as suppressed; ho we ver, there
s less evidence of residual foreground structure and these maps are

ore likely dominated by frequency-varying systematics or residual
FI. This is more pronounced in the edges of the map which receive

ess observation time and are thus down-weighted, as shown by the
NRAS 518, 6262–6272 (2023) 
ottom panel which presents the normalized weights, w H I , used in
his analysis (see Section 2 ). 

.3 For egr ound r emo v al transfer function 

e compensate the signal loss due to the foreground cleaning with
 transfer function. Following previous literature (Masui et al. 2013 ;
witzer et al. 2013 , 2015 ), the transfer function can be constructed
y injecting mock intensity mapping data M H I into the true observed
ata X obs , which includes foregrounds and observational systematics.
y running a PCA clean on this combination, we can measure (and
ompensate for) the signal loss in the cleaned mock data: 

 c = [ M H I + X obs ] PCA − [ X obs ] PCA . (19) 

he [ ] PCA notation represents performing the PCA clean (outlined
n Section 4.2 ) on the quantities inside the brackets, treating them
s a single combination. For example, the mixing matrix is not
etermined separately for both mock and data in [ M H I + X obs ] PCA ,

art/stac3060_f2.eps
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Figure 3. F ore ground transfer functions used to correct for the signal loss in the power spectrum measurement from foreground cleaning. A value of T = 1 
denotes no signal loss, while T 	 1 denotes severe signal loss. Three left-hand panels show the transfer function decomposed into k ⊥ and k � modes for different 
foreground cleans indicated by N fg . The black-dashed line marks a characteristic scale of | k| = 0 . 08 h Mpc −1 (approximately the scale of the first Baryon 
Acoustic Oscillation (BAO) wiggle maximum). Far-right panel shows the transfer function binned into the same spherically averaged k -bins as those used for 
the main power spectrum estimation. The shaded regions indicate the 1 σ errors estimated from the variance in the 100 simulations used in the construction of 
T ( k). 
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ut determined for the combination of M H I + X obs . We also subtract
he PCA clean of the data, [ X obs ] PCA , since this only adds uncorre-
ated variance, thus subtracting it makes convergence to a smooth 
ransfer function more ef ficient, requiring fe wer mock iterations. 
fter calculating M c , we measure the cross-power spectrum with 
 corresponding mock galaxy map M g , then divide this by a
oreground-free equi v alent to estimate the signal loss at each mode: 

 ( k) = 

〈 P( M c , M g ) 

P( M H I , M g ) 

〉
. (20) 

() denotes an operator which measures the cross-power spectrum, 
hen spherically averages modes into the same k -bins as the data. The
ngled brackets represent an ensemble av erage o v er a large number
f mocks (we use 100 in this work). 
The H I mocks are generated with the lognormal method (Coles & 

ones 1991 ), sampled from a model H I power spectrum (the same
s that used in the power spectrum fitting; see Section 3.2 ) with
 Gaussian smoothing applied perpendicular to the line-of-sight to 
pproximately emulate the MeerKAT beam. Similarly, for the galaxy 
ocks, we generate a lognormal density field with the same random 

eed as the H I , then Poisson sample galaxies on to the field with the
ame number count as the WiggleZ catalogue. These steps ensure 
he mock fields emulate the amplitudes of real maps as realistically 
s possible. There is evidence suggesting the transfer function is not 
 v erly sensitiv e to the choice of fiducial cosmology (Cunnington
022 ); ho we ver , further in vestigation into how much it can be relied
n for precision cosmology is required. 
We plot the Fourier-space transfer function T ( k ⊥ 

, k ‖ ) in Fig. 3
three left-hand panels) decomposed into anisotropic k -bins perpen- 

icular ( k ⊥ 

= 

√ 

k 2 x + k 2 y ) and parallel ( k ‖ ≡ k z ) to the line-of-sight,

s well as T ( k) (far-right panel). As the T < 1 v alues sho w, the
oreground cleaning is causing signal loss, mostly in the small- k � 
odes. 
Any power spectrum measurement we make on the data is divided 

y T ( k) to correct for the signal loss (unless clearly stated in
emonstrativ e figures). F or the H I autopower spectrum used in the
rror estimation (outlined in Section 3.1 ), we also multiply through by
 / T ( k). Previous studies have opted to use 1 / T ( k) 2 as a correction
nstead (Switzer et al. 2013 ), moti v ated by the assumption that in
utocorrelation, signal loss occurs in both maps, so there should be 
wice the reconstruction of po wer needed. Ho we ver, from simulation
ests, we found this o v ercorrected the signal loss. Furthermore, our
nalytical error estimation on the cross-power spectrum, which uses 
he auto-H I power spectrum, is found to be in good agreement with
ther approaches of error estimation using the WiggleZ randoms 
nd jack-knife tests. χ2 

dof analysis also suggests our errors are 
ot o v erestimated in an y case. This changes if we opt for the
 / T ( k) 2 correction where it becomes clear that the errors have been
 v erestimated, suggesting that the signal loss in the auto-H I power
pectrum has been o v ercorrected. We defer further investigation into
ignal loss in the H I autocorrelation to future work. 

 RESULTS  

ere, the main results are presented beginning with an analy- 
is of the H I autocorrelation power spectrum (Section 5.1 ) to
rovide some insight into the quality of the MeerKAT pilot in-
ensity mapping data and the foreground cleaning performance. 
he main results from the cross-correlation with WiggleZ galax- 

es are then presented and analysed in Section 5.2 and lastly
e provide some constraints on the H I density parameter in 
ection 5.3 . 

.1 H I autopower spectrum 

he autopower spectrum of the cleaned H I intensity maps gives 
ome indication of how much foregrounds have been suppressed. In 
ig. 4 , we show the 2D auto-H I power spectrum. The far-left panel
hows the original data before fore ground remo val, demonstrating 
he dominance of the foregrounds and their concentration on the 
argest scales, particularly at small- k � . Removing just a few principal
omponents reduces the amplitude of the autopower spectrum by 
everal orders of magnitude, as shown in the second panel. In
imulation tests using foreground models extrapolated from real 
ata, removing N fg ∼ 4 PCA modes is sufficient to remo v e the
ajority of the foregrounds (Alonso et al. 2015 ; Cunnington et al.

021 ), and this should also be the case for a perfectly designed and
alibrated experiment. The resulting cleaned maps in this idealized 
ase would contain H I signal and Gaussian thermal noise, similar to
he model in the fifth panel of Fig. 4 . The thermal noise in the ideal
odel is large due to the surv e y’s low observing time. This yields

n autopower spectrum amplitude of P noise ∼ 85 mK 

2 h 

−3 Mpc 3 . 
MNRAS 518, 6262–6272 (2023) 
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M

Figure 4. MeerKAT H I autopower spectra at 0 . 400 < z < 0 . 459 decomposed into k ⊥ and k � modes for different foreground cleans indicated by N fg (the number 
of PCA modes remo v ed). The fifth panel shows a predicted level for the H I signal plus purely Gaussian thermal noise, in an ideal case assuming no signal loss. 
The thermal noise is predicted to be ∼ 2 mK for this surv e y (estimated in W21 ). The far-right panel shows a simulation of H I plus Gaussian noise including signal 
damping from the beam, additional resmoothing and foreground cleaning. As in Fig. 3 , the black-dashed line marks a characteristic scale of | k| = 0 . 08 h Mpc −1 

(approximately the scale of the first BAO wiggle maximum) at which, from our modelling, we would expect the H I power to be P H I ∼ 100 mK 

2 h −3 Mpc 3 , i.e. 
log 10 [ P H I ] = 2. None of these power spectra have had signal loss reconstructed by the transfer function. 
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he amplitude of the H I signal varies with scale but should reach 5 

 H I ∼ 100 mK 

2 h 

−3 Mpc 3 at around k ∼ 0 . 08 h Mpc −1 and fall to
 H I ∼ 10 mK 

2 h 

−3 Mpc 3 at k ∼ 0 . 18 h Mpc −1 , therefore we expect
he noise to dominate o v er the H I signal on most scales, as seen in
he Fig. 4 model. 

F or this pilot-surv e y data, instrumental calibration imperfections,
esidual RFI, and other systematics (see discussions in Irfan et al.
022 ) will distort the idealized model in Fig. 4 . The instrumental
esponse modulates the foregrounds, resulting in additional spectral
tructure that requires more PCA modes to be remo v ed. Uncleaned
odes containing residual foregrounds, RFI, and other systematics
ill positively bias the autopower spectrum. 6 This is why for the
 fg = 4 case, the power spectrum does not reach the level of the H I

ignal plus noise. 
As N fg increases in Fig. 4 , the amplitude of the power drops, and

his occurs more severely for large modes, particularly at small- k � .
ote we do not correct for signal loss with the transfer function in

ny of the autopower spectra in Fig. 4 to allow for a more detailed
xamination. While it appears that the power spectrum is reaching
elow the idealized H I + noise model at high k ⊥ 

and low k � in
he N fg ≥ 20 cases, a detailed comparison would need to account
or the effects of the map reconvolution and the foreground clean,
oth of which would damp the H I + noise model further. In the
ar-right panel we show a simulated H I mock with the same noise
evel as the idealized model, but include some observational effects.
o emulate the beam and reconvolution, we smooth the simulation
erpendicular to the line-of-sight. We also emulate signal loss from
he foreground clean by projecting out modes based on the same
CA mixing matrix functions derived for the N fg = 30 data case.
omparison between the N fg = 30 and far-right panel suggests the
easured autopower spectrum from the data has not reached this

stimated level, indicating that residual RFI, foregrounds, and other
ystematics are present in the data. As supported by the foreground
NRAS 518, 6262–6272 (2023) 

 We assume �H I b H I = 0 . 85 × 10 −3 for the H I model and simulation in Fig. 4 . 
 This assumes these systematics have not caused the gain to be systematically 
 v erestimated. 

7

r
l
h
γ

ransfer functions in Fig. 3 , we know there is signal loss from the
oreground clean, hence we are not free to arbitrarily increase the
ggressiveness of the foreground clean to further reduce residuals.
hus, a balance is required between reducing foreground residuals
nd limiting cosmological signal loss. 

Since the additive bias from non-cosmological residuals is un-
nown, it is difficult to compare autocorrelated data and model and
onclude that a cosmological detection has been achieved. Cross-
orrelating with galaxy surv e ys a v oids these additive biases, serving
he moti v ation for this work. We leave a detailed study into the auto-
 I power for future work, where we will explore cross-correlating
ifferent sets of dishes or observational time blocks [a method
dopted in GBT experiments (Masui et al. 2013 )]. 

.2 Cr oss-corr elation with WiggleZ galaxies 

here are 4031 galaxies in the o v erlapping 11 h field of the WiggleZ
alaxy surv e y (Drinkwater et al. 2010 , 2018 ). Following the steps
utlined in Section 3.1 , we compute an estimate for the cross-power
pectrum between the WiggleZ galaxies and the MeerKAT intensity
aps, foreground cleaned by removing N fg = 30 PCA modes. We

resent this power spectrum in Fig. 5 . The middle panel shows the
 / N ratio, where we find S/N ∼ 2 on large scales. We use an analytical
ethod to estimate the errors (discussed in Section 3.1 ). At smaller

cales, the MeerKAT beam (Asad et al. 2021 ; de Villiers & Cotton
022 ), which is significantly larger than previous intensity mapping
urv e ys 7 (Masui et al. 2013 ; Anderson et al. 2018 ; Chakraborty et al.
021 ; CHIME Collaboration et al. 2022 ), is the main reason for the
oor S / N , since the signal is damped by the beam. 
The model (black-dotted line) in Fig. 5 is calculated following

ection 3.2 . In this model, we fix all parameters to fiducial quantities
xcept for the degenerate quantity T H I b H I r for which we assume
 The FWHM for the central lobe of the MeerKAT beam is 1 . 82 deg after 
esmoothing (see Sections 2 and 4.1 ). For comparison, this is ∼ 4 times 
arger than the GBT (100 m dish diameter) observations at z ∼ 0 . 8, who 
ad an ef fecti ve resolution after resmoothing of γ θFWHM 

∼ 0 . 44 deg using 
= 1 . 4 (Masui et al. 2013 ). 

art/stac3060_f4.eps


MeerKAT IM × WiggleZ power spectrum detection 6269 

Figure 5. Cross-power spectrum between WiggleZ galaxies and MeerKAT 
H I intensity maps cleaned by removing N fg = 30 PCA modes at 
0 . 400 < z < 0 . 459, with 1 σ error bars (top panel). Hollow markers indicate 
a ne gativ e correlation. The black-dotted line represents a theoretical model 
(see equation 12 ), fitted with an amplitude parameter �H I b H I r given in the 
top-right panel. Calculating the 
χ2 relative to a null-model ( P H I , g = 0) 
e v aluates this as a 7.7 σ cross-correlation detection. The middle panel shows 
the ratio between data and error. The bottom panel shows a null test where the 
WiggleZ galaxy maps have had been shuffled along redshift. The thin grey 
lines show 100 different shuffles. The average (red squares) and standard 
deviation (red error bars) across the shuffled samples are shown relative to 
the original (blue-dots). In both cases in the bottom panel, no scaling by the 
transfer function has been applied. 
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relative to a null model. Bottom panel shows the variation in the best- 
fitting �H I b H I r for each N fg case, from a least-squares fit to the cross-power 
spectrum amplitude. 
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cale-independence, hence this quantity will only affect the am- 
litude of the model. Thus, by fitting the amplitude of the cross-
ower spectrum, we are sensitive to �H I b H I r (from the relation in
quation 15 ). We quote the best-fitting value for �H I b H I r in the
op-right panel of Fig. 5 , which was fitted to the data using a least-
quares method. We discuss the parameter constraints on �H I in the 
ollowing section. 

We find a good agreement ( χ2 
dof ∼ 1) 8 between the data and model

cross all scales (0 . 05 < k < 0 . 28 h Mpc −1 ) in Fig. 5 . Furthermore,
e analyse 

√ 


χ2 ≡
√ 

χ2 − χ2 
null , the difference between the data’s 

2 e v aluated using our cross-correlation model, and one using a 
ull model with zero cross-power. This quantifies the statistical 
ignificance of the cross-correlation detection. We achieve a 7.7 σ
 χ2 
dof ≡ χ2 / dof where dof = 24 are the degrees of freedom which is the 

umber of k -bins minus 1 for the single parameter we fit. 

s  

a
 

a  
etection, providing strong evidence for the first verification of a 
osmological signal with a multidish array performing single-dish 
ntensity mapping. 

We conducted various null tests on the analysis pipeline. The bot-
om panel of Fig. 5 shows the results from shuffling the galaxy maps
long the line-of-sight, which should destroy the cross-correlation 
lustering signal. We re-ran the power spectrum estimation pipeline 
fter each shuffle and found a result consistent with zero. We found
imilar null results when shuffling the cleaned H I intensity maps 
long the line-of-sight and swapping the WiggleZ maps with random 

ocks from Blake et al. ( 2010 ). 
We did not apply the transfer function in the bottom panel of

ig. 5 , since scaling the null results would make no difference.
ncouragingly, we were still able to obtain a detection for the
riginal unshuffled results where a transfer function has also not been
sed. This provides a > 4 σ detection, which is strong evidence for
orrelated clustering since this result relied on no signal reconstruc- 
ion. Ho we ver, using the transfer function a v oids biasing parameter
stimates and impro v es the cross-correlation detection. We therefore 
mplement it in the cross-correlation results. 

We experimented with the choice of the resmoothing parameter γ
Section 4.1 ), finding γ = 1 produced a noisier power spectrum with
orse model agreement. The higher choice of γ = 1 . 4 delivered
 similarly good model agreement compared to γ = 1 . 2, but had
 slightly lower cross-correlation detection significance due to the 
ncreased damping at high- k . Not performing any reconvolution still
elivered a clear detection but resulted in a particularly noisy power
pectrum at small- k , indicating the presence of residual foreground
nd systematics which are mitigated by this resmoothing procedure. 

For the power spectrum in Fig. 5 we chose N fg = 30 as it provides
n excellent goodness-of-fit ( χ2 

dof ). Fig. 6 (top panel) shows how
MNRAS 518, 6262–6272 (2023) 
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paper are shown in red-stars using an N fg = 30 PCA clean and the four grey 
lines show results from different values of N fg . For comparison we also plot 
the recent results from GBT cross-correlations ( W22 ). 
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arying N fg influences χ2 
dof , which should ideally be close to unity to

epresent a good model fit to the data with reasonably sized errors.
or each N fg case we recalculate the transfer function and re-fit the
ree parameter �H I b H I r (v alues sho wn by the bottom panel), which
 v oids the χ2 

dof improving simply because the amplitude of the power
s decreasing into agreement with a pre-selected fiducial �H I b H I r . We
lso show the cross-correlation detection strength, given by 

√ 


χ2 ,
n the right-hand (red) axis of Fig. 6 (top panel). 
At low N fg , the χ2 

dof appears reasonable; however, this is due to
he larger statistical errors on the cross-power spectrum, which is
airly consistent with zero for these N fg , as identified by the low
etection significance in the 

√ 


χ2 results. The errors are larger
or low N fg because the residual foregrounds contribute significantly
ore variance to the maps, even though the residuals themselves

re expected to correlate out on average. Increasing N fg from 10
o 20 does little to impro v e the detection significance and initially
orsens the χ2 

dof caused by a decrease in error-bar size. At N fg ∼ 30
nough components have been removed that a clear detection starts
o manifest along with an impro v ed agreement between data and
odel, given by the χ2 

dof ∼ 1. Going to much higher N fg starts to
 v erclean the maps, reducing S / N and worsening the detection. To
ustify this explanation for the deterioration in results for N fg > 30,
e analysed the cross-correlation for maps constructed using just

he principal components between 30 and 40. These maps provided
 ∼ 3 . 4 σ detection, indicating that a lot of signal is present in the
odes with 30 < N fg < 40, which explains the deterioration in χ2 

dof 

eyond N fg = 30, where these modes are gradually removed. 
The main result we chose to present ( N fg = 30) is picked from a re-

ion where N fg could be + / − 4 of this choice and still deliver a > 6 σ
etection, thus representing robust evidence for cross-correlation.
he choice of N fg = 30 offers a good balance between goodness-of-
t ( χ2 

dof ) and detection significance ( 
√ 


χ2 ), as well as a compromise
etween reducing residual foregrounds and limiting signal loss, as
iscussed in Section 5.1 . Ho we ver, Fig. 6 highlights the sensitivity of
esults to the foreground clean, and is further evidence that residual
oregrounds and systematics are spread throughout the principal
omponents. The ratio between systematics and signal varies among
he various components thus some will be more influential on the
ross-correlation than others. This causes a variation in the derived
arameter �H I b H I r , shown by the bottom panel of Fig. 6 . We estimate
 contribution to the error budget of �H I b H I r caused by the variance
cross the different N fg , discussed further in the following section.
n even more detailed understanding of the variation in results with
 fg , as well as signal loss correction uncertainties, must be gained

rom end-to-end simulations which we are pursuing for future work.

.3 Constraints on �H I 

itting the amplitude of the H I -galaxy cross-power
pectrum provides a constraint on �H I b H I r as a function
f redshift. From our results in Fig. 5 , we find
H I b H I r = [0 . 86 ± 0 . 10 ( stat ) ± 0 . 12 ( sys )] × 10 −3 . The systematic

rror accounts for uncertainty from the map calibration and variance
n results from the choice of N fg . Firstly, uncertainty from the map
alibration could cause a bias to the o v erall amplitude of the power
pectrum. We address this by studying the residuals relative to the
odel in our calibration study ( W21 ). We are able to estimate that

ain uncertainties should be at a level of ∼ 2 per cent . Secondly,
e account for the variance in results from the different number of
CA modes remo v ed, indicativ e of residual systematics. We do this
y e v aluating the standard de viation on all �H I b H I r fits (see Fig. 6 ,
NRAS 518, 6262–6272 (2023) 
ottom panel) from each reasonable choice of N fg (10 < N fg < 40),
hich we find to be ∼ 0 . 115, equating to ∼ 13 per cent error on
H I b H I r . The combination of these two error components added in

uadrature yields the systematic error in our final constraint. 
The H I bias is not yet well understood but is expected to have some

cale-dependence when entering non-linear scales (high- k , Carucci
t al. 2015 ; Villaescusa-Navarro et al. 2018 ; Spinelli et al. 2020 ).
urthermore, the cross-correlation coefficient r , included to account
or stochasticity between the two fields, will also have some scale-
ependence. We therefore examined how the constraint on �H I b H I r 

hanged as we varied the scales at which it was measured. By
emoving small- k data points, we change the ef fecti ve scale of the
easurement, calculated by 

 eff = 

∑ 

i 

k i ( S /N ) 2 i / 
∑ 

i 

( S /N ) 2 i , (21) 

here ( S / N ) i is the S / N ratio in each k i bin, i.e. ˆ P H I , g ( k i ) / ̂  σH I , g ( k i ).
he scale-dependence on the measurements of �H I b H I r is shown

n Fig. 7 (red-star points) for N fg = 30. The other coloured data
oints show previous intensity mapping constraints from GBT cross-
orrelation with galaxy surv e ys at z ∼ 0 . 8 ( W22 ). The GBT intensity
aps had a significantly smaller beam than MeerKAT thus were

ble to probe higher- k . The MeerKAT and GBT measurements are
t different redshifts so a direct comparison is not possible. Despite
his, there still appears to be a trend with k eff suggesting a detection
f scale-dependence in b H I r . Ho we ver, the continuity of the trend is
ffected by the choice of N fg , as shown by the different grey lines
n Fig. 7 . Furthermore, there is a possibility the scale-dependence
s influenced by systematics, which are mitigated in the scale cuts.
he smallest- k modes are the most affected by the transfer function,
ith up to 80 per cent increase in amplitude (see Fig. 3 ). Thus,

urther investigation is needed to disentangle the scale-dependence
f b H I r from possible scale-dependent systematics. Despite using
he same scale cuts in Fig. 7 for each N fg case, the ef fecti ve scale is
ecalculated each time according to equation ( 21 ) and can therefore
rovide different k eff which explains the slight horizontal offsets in
he curves for different N fg . 
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By making some further assumptions on b H I and r , we can isolate
he constraint on �H I . The cross-correlation coefficient r is not 
urrently well understood with more observational and simulation- 
ased studies required. It will also vary depending on the H I content
f the selected optical galaxies (Wolz et al. 2016 ). Ho we ver, on large
cale it is reasonable to assume r should be close to unity and reason-
bly independent of redshift. For our purposes, we therefore assume 
 = 0 . 9 ± 0 . 1 (Khandai et al. 2011 ) and for the bias we interpolate
etween the hydrodynamic simulations in Villaescusa-Navarro et al. 
 2018 ) and use b H I = 1 . 13 ± 0 . 10. Fitting the power spectrum data in
ig. 5 across all scales ( k eff ∼ 0 . 13 h Mpc −1 ), provides a constraint
f �H I = [0 . 83 ± 0 . 15 ( stat ) ± 0 . 11 ( sys )] × 10 −3 at the redshift of
 = 0 . 43, which is reasonably consistent with other results in the
iterature (see comparison in W22 ). 

 C O N C L U S I O N  

 I intensity mapping is a no v el method for probing large-scale
osmic structure and will be a primary objective for the future 
KAO. To achieve this, it is necessary for the multidish array 

o operate in single-dish (autocorrelation) mode, as opposed to a 
onventional interferometer. In this work we have demonstrated, for 
he first time, the successful detection of cosmological signal using 
he MeerKAT multidish array in single-dish mode. This represents a 

ajor milestone in demonstrating the feasibility of this surv e y mode
or SKAO. 

We achieved this by cross-correlating 10 . 5 h of MeerKAT pi-
ot surv e y intensity maps with o v erlapping optical galaxies from
he WiggleZ Dark Energy Surv e y. A measurement of the cross-
ower spectrum between these fields provided a 7.7 σ detection 
f a cross-correlation. We relied on an aggressive filtering pro- 
ess, removing 30 modes in a PCA-based foreground clean, nec- 
ssary due to the presence of systematic contributions in the 
ilot surv e y data. This allowed us to obtain a constraint of
H I b H I r = [0 . 86 ± 0 . 10 ( stat ) ± 0 . 12 ( sys )] × 10 −3 from fitting the

mplitude of the cross-power spectrum at an effective scale of 
 eff ∼ 0 . 13 h Mpc −1 . Varying the ef fecti ve scale of the measurement
hanged the value for �H I b H I r , something noted in previous studies
 W22 ). We also found �H I b H I r to have a dependence on the number
f foreground modes removed, so we included this variance in 
he systematic error budget of the constraint. The ∼ 17 . 8 per cent
recision represents a competitive �H I b H I r constraint relative to 
ther intensity mapping experiments. Furthermore, with additional 
ssumptions on b H I and r , we provided insight into the cosmic H I

ensity �H I , for which measurements at higher redshifts are vital for
nderstanding the evolution of H I . 
The MeerKAT telescope will continue to conduct H I intensity 
apping observations in single-dish mode. With enhanced cali- 

ration techniques and more observing time, impro v ed constraints 
ill be possible with less aggressive foreground removal. With this 
e can attempt a detection of the H I in autocorrelation, which 

s yet to be achie ved. Observ ations have no w been conducted in
eerKAT ’s UHF band (0 . 40 < z < 1 . 45), opening the possibility

f higher redshift probes and for cross-correlating UHF -band data 
ith the L -band data used in this work, with the aim of mitigating

ystematics. 
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