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A B S T R A C T 

We study the nature of the low-redshift circumgalactic medium (CGM) in the SIMBA cosmological simulations as traced by 

ultraviolet absorption lines around galaxies in bins of stellar mass ( M � > 10 

10 M �) for star-forming, green valley and quenched 

galaxies at impact parameters r ⊥ 

≤ 1.25 r 200 . We generate synthetic spectra for H I , Mg II , C II , Si III , C IV , and O VI , fit Voigt 
profiles to obtain line properties, and estimate the density, temperature, and metallicity of the absorbing gas. We find that CGM 

absorbers are most abundant around star-forming galaxies with M � < 10 

11 M �, while the abundance of green valley galaxies 
show similar behaviour to those of quenched galaxies, suggesting that the CGM ‘quenches’ before star formation ceases. H I 

absorbing gas exists across a broad range of cosmic phases [condensed gas, diffuse gas, hot halo gas, and Warm-Hot Intergalactic 
Medium (WHIM)], while essentially all low ionization metal absorption arises from condensed gas. O VI absorbers are split 
between hot halo gas and the WHIM. The fraction of collisionally ionized CGM absorbers is ∼ 25 –55 per cent for C IV and 

∼ 80 –95 per cent for O VI , depending on stellar mass and impact parameter. In general, the highest column density absorption 

features for each ion arise from dense g as. Satellite g as, defined as that within 10 r 1/2, � , contributes ∼ 3 per cent of o v erall H I 

absorption but ∼ 30 per cent of Mg II absorption, with the fraction from satellites decreasing with increasing ion excitation energy. 

K ey words: galaxies: e volution – galaxies: general – galaxies: haloes – quasars: absorption lines. 
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 I N T RO D U C T I O N  

he circumgalactic medium (CGM) is broadly defined as the
eservoir of baryonic material surrounding a galaxy (see Tumlinson,
eeples & Werk 2017 for a re vie w). It holds material that serves
s fuel for future star and black hole growth, as well as the by-
roducts of feedback processes from star formation and active
alactic nuclei (AGNs; e.g. Hafen et al. 2019 ). A significant fraction
f the metal budgets of L � galaxies lies in the CGM (Peeples et al.
014 ). Additionally, the loss of gas from the CGM via AGN-driven
pre ventati ve’ feedback has been linked to galaxy quenching and
orphological transformation (Davies et al. 2020 ; Oppenheimer

t al. 2020 ). The CGM is regarded as a key for understanding the cycle
f baryons between galaxies and their surrounding environments
Hafen et al. 2020 ) that is responsible for setting the physical
roperties of galaxies and their evolution o v er time (see P ́eroux &
owk 2020 for a review). 
The CGM can be probed via its absorption or emission properties.

wing to its diffuse and multiphase nature, the CGM is typically very
aint in emission (Putman, Peek & Joung 2012 ) except in the most
assive haloes where hot X-ray emitting gas is present (Werner &
ernier 2020 ). For more typical haloes, absorption lines present the
 E-mail: sarahappleby20@gmail.com 
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est approach to measuring CGM gas properties as they are sensitive
o lower column densities. Absorption line studies require finding a
oincident bright source (usually a quasar) illuminating a foreground
GM (e.g. Tumlinson et al. 2013 ; Bordoloi et al. 2014 ; Borthakur
t al. 2015 ; Berg et al. 2018 ), or alternatively quantifying the galaxy
opulation along a given line of sight (LOS), and then measuring
he desired atomic transitions at the redshift of the intervening CGM
e.g. Rudie et al. 2012 ). While this technique can probe fairly diffuse
as in multiple elements and ionic states, it is limited by having
ypically a single or small number of LOS probing a given CGM,
nd only in select transitions that are strong and in the observable
avelength window. Since many of the strongest CGM transitions

re in the ultraviolet (UV), at redshifts z � 1 this typically requires
pace-based UV observations, adding to the challenge. 

Hydrodynamic simulations provide a holistic approach to model
he CGM of galaxies and help interpret absorption line observations.
y extracting spectra through the simulation volume, it is possible

o compile statistics of simulated absorption lines and investigate the
rigin and underlying physical conditions of CGM absorbers. Hani
t al. ( 2019 ) employed this approach using the Auriga simulations
Grand et al. 2017 ) to highlight the wide diversity of physical
onditions in the CGM of L 

� galaxies. Such studies have revealed
hat galactic outflows are responsible for supplying the CGM with
he enriched gas that is observed via metal absorption lines (Oppen-
eimer et al. 2012 ; Ford et al. 2013 , 2014 ; Hummels et al. 2013 ),
hich is reflected in an angular dependence of CGM metallicity
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P ́eroux et al. 2020 ). Absorption from low metal ions arises from
ecently enriched, dense regions close to galaxies that will be re-
ccreted on to galaxies within a few Gyr; in contrast, high metal ions
race more diffuse gas that was enriched via outflows many Gyr ago
Oppenheimer & Dav ́e 2009 ; Oppenheimer et al. 2012 ; Ford et al.
013 , 2014 ). The neutral hydrogen (H I ) absorption of moderate
olumn density arises from gas that is metal poor, whereas strong H I

bsorbers trace cool, enriched gas that is typically inflowing (Ford 
t al. 2014 ). Oppenheimer et al. ( 2018 ) compiled this picture into a
wo-phase model of the CGM around L 

� galaxies in which halo gas
ithin 0.5 r 200 is composed of cool, low metal line clouds within a
ot ambient medium traced by higher metal lines, while halo gas 
ut with 0.5 r 200 is heated to the virial temperature. Such cool gas
louds are thought to cool from initial local o v erdensities that trigger
hermal instabilities (Nelson et al. 2020 ). 

Careful comparisons between full cosmological galaxy evolution 
imulations and observations can provide constraints on models 
nd highlight discrepancies between model predictions and the 
eal universe. Early cosmological simulations used statistics of 
y α absorption in the intergalactic medium (IGM) to constrain 
osmologies (e.g. Dav ́e et al. 1999 ). More recent numerical studies
ave used contemporary IGM/CGM absorption observations as 
enchmarks to test the success of their simulations (e.g. Dav ́e et al.
010 ; Oppenheimer et al. 2012 ; P ́eroux et al. 2020 ) and investigate
he impact of physical processes such as turbulence (Oppenheimer 
 Dav ́e 2009 ) and stellar feedback Hummels et al. ( 2013 ). Gutcke

t al. ( 2017 ) presented a comparison of the NIHAO simulation suite
Wang et al. 2015 ) to H I and O VI absorption statistics, finding
ood agreement with observations. Ford et al. ( 2016 ) tested models
or stellar winds by comparing their simulations to the COS-Haloes 
urv e y of L 

� galaxies (Tumlinson et al. 2013 ; Werk et al. 2014 ),
nding that strong winds are necessary to reproduce CGM metal 
bsorption. The EAGLE simulations (Crain et al. 2015 ; Schaye et al.
015 ) have also been compared with COS-Haloes (Oppenheimer 
t al. 2016 , 2018 ), showing that EAGLE reproduces the correlation
etween O VI column density and star formation rate (SFR) and is in
ood agreement with the low metal line statistics. The IllustrisTNG 

imulations (Pillepich et al. 2018 ) have likewise been shown to 
eproduce the observed dichotomy in O VI absorption between star- 
orming and quenched galaxies seen in COS-Haloes (Nelson et al. 
018 ), as well as reasonable Mg II absorber populations (DeFelippis 
t al. 2021 ). 

In Appleby et al. ( 2021 ), we explored the CGM as seen in
bsorption lines in the SIMBA simulation (Dav ́e et al. 2019 ). In
articular, we tailored the extracted spectra to mimic the COS-Haloes 
Tumlinson et al. 2013 ; Werk et al. 2014 ) and COS-Dwarfs (Bordoloi
t al. 2014 ) surv e ys, spanning three orders of magnitude in galaxy and
alo mass. We showed that the absorption line properties of H I and
elected metal ions (Mg II , Si III , C IV , O VI ) around star-forming
alaxies are in good agreement with the observations, depending 
n the assumed photoionizing background. In particular, SIMBA 

eproduces H I absorption very well around star-forming galaxies. 
e also examined the mass and metal budgets of haloes in our

imulations, and found that halo baryon fractions are generally less 
han half of the cosmic fraction, due to stellar feedback at low stellar

asses and jet-mode AGN feedback at high stellar masses. Around 
uenched galaxies, the CGM baryons that remain are dominated by 
ot gas with T > 0.5 T vir , while the CGM of star-forming galaxies is
ore multiphase. 
Cosmological simulations enable the investigation of the CGM 

round a wide range of galaxy types. Ho we v er, the y lack the
esolution that modern zoom re-simulations can achieve, specifically 
n the diffuse CGM that is coarsely sampled by Lagrangian fluid
lements. Recently, several groups have presented ‘CGM zoom’ 
imulations, where the resolving power is focused within the CGM 

ather than the galaxy. Such simulations have found that resolution 
s an important consideration, although their galaxy sample sizes 
re low due to the computational cost. F or e xample, Hummels
t al. ( 2019 ) demonstrated that increasing resolution in the halo
eads to diminished warm/hot gas content and enhanced cool gas 
ontent, where the cool structures are able to survive for longer
ime-scales and at smaller masses. This results in an increase in
bsorption of low ions such as H I , and a decrease in absorption
f high ions such as O VI . Similarly, Peeples et al. ( 2019 ) and van
e Voort et al. ( 2019 ) both find in their CGM zoom simulations that
lthough the average CGM properties are unaffected, the distribution 
f physical conditions in the CGM are sensitive to resolution, which
as consequences for H I and metal absorption. van de Voort et al.
 2019 ) find that this leads to enhanced H I column densities in the
uter CGM. Moreo v er, the typical CGM structures in simulations
ith enhanced resolution have lower masses down to < 10 4 M �,
hich is far below SIMBA ’s resolution limit. In the IllustrisTNG

osmological simulations, increased resolution has also been shown 
o lead to an increase in the formation of cold, small-scale CGM
louds (Nelson et al. 2020 ). Numerical resolution clearly makes a
ifference for e.g. very high column density H I absorbers. Ho we ver,
uresh et al. ( 2019 ) found using IllustrisTNG that metal absorption

n the CGM was relatively insensitive to resolution. Although the 
recise, quantitative impact of resolution on the current work is 
nclear, it is none the less an important consideration. 
SIMBA ’s resolution is e ven lo wer than IllustrisTNG, which is a

imitation of the current work. On the flip side, SIMBA provides large
alaxy sample with a unique galaxy formation model that reproduces 
 wide variety of galaxy observations at low redshifts (Dav ́e et al.
019 , 2020 ; Li, Narayanan & Dav ́e 2019 ; Thomas et al. 2019 , 2021 ;
ppleby et al. 2020 ; Glowacki, Elson & Dav ́e 2020 ; Cui et al.
021 ) and low-redshift Ly α statistics along random lines of sight
LOS; Christiansen et al. 2020 ), which make it valuable to examine
espite its modest resolution. In higher resolution tests, Appleby et al. 
 2021 ) showed that increased resolution in SIMBA leads to enhanced
bsorption around star-forming galaxies for all ions probed across 
 range of ionization energies. Hence, it is likely that the absorber
ample presented in this work represent minimum column densities 
nd absorber counts. Ho we ver, the same numerical tests also showed
hat simulation volume has an effect: the smaller boxes contain fewer
f the most massive galaxies, leading to weaker prev entativ e AGN
eedback and enhanced CGM absorption. As such, the cosmological 
olumes offered by simulations such as SIMBA provide an important 
arge-scale context for studying the CGM. 

In this paper, we follow on our previous work to investigate the
nderlying physical nature of the population of CGM absorbers 
ithin SIMBA . We construct a new carefully selected sample of

ynthetic spectra for a range of key ions as a function of both galaxy
tellar mass and specific star formation rate (sSFR). In particular, we
resent counting statistics of the CGM absorber population and study 
roperties of the absorbing CGM gas by examining its distribution 
ithin cosmic physical phase space. We study the relationship 
etween physical density and column density of CGM absorbers, and 
nvestigate the contribution of collisional ionization to the absorber 
tatistics. Last, we quantify the contribution to the LOS spectra from
atellite galaxies living in the haloes of other galaxies. 

This paper is organized as follows. In Section 2 , we present the
IMBA simulations. In Section 3 , we describe the galaxy selection,
pectrum generation, and fitting processes. In Section 4 , we present
MNRAS 519, 5514–5535 (2023) 
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he CGM counting statistics and physical underlying conditions. In
ection 5 , we discuss the redshift dependence of our results. Finally,

n Section 6 , we present the contributions of satellite galaxies to the
riginal absorber sample. 

 SIMULATION S  

IMBA (Dav ́e et al. 2019 ) is a suite of state-of-the-art cosmological
imulations and is the successor to the earlier MUFASA simulations
Dav ́e, Thompson & Hopkins 2016 ). SIMBA is run using a branched
ersion of the gravity plus hydrodynamics code GIZMO (Hopkins
015 ) in its Meshless Finite Mass (MFM) mode. SIMBA ’s fiducial
imulation is a 100 h −1 Mpc volume evolved from z = 249 to
 = 0, with 1024 3 dark matter particles and gas elements. The
ass resolution is 9.6 × 10 7 M � and 1.82 × 10 7 M �, respectively.
he minimum adaptive gravitational softening length is εmin =
.5 h −1 kpc, corresponding to 0.5 times the mean spacing between
ark matter particles. Cosmological initial conditions are generated
sing MUSIC (Hahn & Abel 2011 ) assuming a Planck Collaboration
III ( 2016 ) cosmology with �m = 0.3, �b = 0.048, �� 

= 0 . 7,
 0 = 68 km s −1 Mpc, σ 8 = 0.82, and n s = 0.97. 
Photoionization heating and radiative cooling are implemented

sing the GRACKLE -3.1 library (Smith et al. 2017 ) in its non-
quilibrium mode. The neutral hydrogen fraction of gas particles
s computed self-consistently throughout the simulation, accounting
or self-shielding following the Rahmati et al. ( 2013 ) prescription,
hereby the metagalactic ionizing flux is attenuated based on gas
ensity. A spatially uniform (Haardt & Madau 2012 ) ionizing
ackground is assumed. 
Star formation is modelled using an H 2 -based Schmidt ( 1959 )

aw, with SFR = 0 . 02 ρH 2 /t dyn . The H 2 content of the gas particles
s computed based on their metallicity and local column density,
sing the subgrid (Krumholz & Gnedin 2011 ) prescription. Artificial
nterstellar medium (ISM) pressurization is included at the minimum
evel required to resolve the Jeans mass in star-forming gas (Dav ́e
t al. 2016 ). 

The chemical enrichment model tracks 11 elements (H, He, C,
, O, Ne, Mg, Si, S, Ca, Fe) during the simulation, from Type II

upernovae (SNII), Type Ia supernovae (SN1a), and asymptotic giant
ranch (AGB) stars, as described in Oppenheimer & Dav ́e ( 2006 ).
he yield tables employed are that of Nomoto et al. ( 2006 ) for SNII
ields, Iwamoto et al. ( 1999 ) for SN1a (assuming a metal yield of
.4 M � per supernova), and Oppenheimer & Dav ́e ( 2006 ) for AGB
ields [assuming a helium fraction of 36 per cent, a nitrogen yield
f 0.00118, and a Chabrier ( 2003 ) initial mass function]. Cosmic
ust is tracked as a fraction each gas element’s metal mass that
s passively advected along with the gas, described in Li et al.
 2019 ) and broadly following McKinnon, Torrey & Vogelsberger
 2016 ). The dust particles are grown via condensation and accretion
f gas-phase metals via two-body collisions; conv ersely, the y can
e destroyed via supernova shocks and collisions with thermally
xcited gas elements. Mass and metals from destroyed dust particles
re returned to the gaseous phase. 

Star formation driven-winds are included as two-phase, decoupled,
etal-enriched winds, with 30 per cent of the wind particles ejected

ot and the rest ejected at T ≈ 10 3 K. The mass loading factor scales
ith M � based on mass outflow rates from the Feedback In Realistic
nvironments (FIRE; Hopkins et al. 2014 ) simulations (Angl ́es-
lc ́azar et al. 2017b ), where M � is computed with an on-the-fly

riends-of-friends finder applied to stars and ISM gas. The wind
elocity scaling is also based on results from the FIRE simulations
Muratov et al. 2015 ), modified to account for hydrodynamic slowing
NRAS 519, 5514–5535 (2023) 
nd the difference in launch site between SIMBA and FIRE. Ejected
ind particles are temporarily hydrodynamically decoupled to a v oid
umerical inaccuracies, with cooling paused to allow the winds to
eposit thermal energy into the CGM. Wind particles are enriched
ith metals from their surroundings at launch time, modelling metal

oading by SNII. The star formation-driven wind mechanisms are
escribed in more detail in Appleby et al. ( 2021 ). 
SIMBA employs a method for black hole growth and feedback that

s no v el amongst cosmological simulations. Black holes are seeded
ith M seed = 10 4 M � into galaxies with M � � 10 9 . 5 M � and grown

elf-consistently during the simulation via a two-mode accretion
rescription. For cold gas (T < 10 5 K) surrounding the black hole,
orque-limited accretion is implemented following the prescription of
ngl ́es-Alc ́azar et al. ( 2017a ), which is based on Hopkins & Quataert

 2011 ). For hot gas ( T > 10 5 K), classical Bondi accretion is adopted.
Kinetic AGN feedback is implemented in two modes: ‘radiative’

nd ‘jet’ at high and low Eddington ratios ( f Edd ), respectively. This
s designed to mimic the dichotomy in black hole growth modes
bserved in real AGN (e.g. Heckman & Best 2014 ). Radiative and jet
eedback outflows are ejected in a direction ± the angular momentum
f the inner disc and with zero opening angle. The mass outflow rate
aries such that the momentum output of the black hole is 20 L / c ,
here L is the bolometric AGN luminosity. In the radiative mode,
inds are ejected at the ISM temperature with a black hole mass-
ependent velocity, calibrated using X-ray-detected AGN in SDSS
Perna et al. 2017 ). At f Edd < 0.2, the transition to jet mode begins for
alaxies with M BH > 10 7.5 M �, with winds ejected at the halo virial
emperature. Jet outflo ws recei v e a v elocity boost that increases with
ecreasing f Edd , up to a maximum of 7000 km s −1 abo v e the radiative
ode velocity at f Edd = 0.02. A third mode of AGN feedback is

mplemented to mimic X-ray heating from the black hole accretion
isc, following Choi et al. ( 2012 ). X-ray feedback only occurs for
alaxies with f gas < 0.2 and with full-velocity jets. A suite of feedback
ariant SIMBA simulations exist to test the impact of the feedback
odes; ho we ver, in this work, we adopt the fiducial SIMBA run with

ull feedback physics. 
Haloes are identified during the simulation using SUBFIND , which

s implemented in GIZMO . Galaxies are identified in post-processing
sing a 6D friends-of-friends galaxy finder using all stars, black
oles, and gas elements with n H > n th . We assume a spatial linking
ength of 0.0056 times the mean interparticle spacing (twice the

inimum softening), and the velocity linking length is set by the
ocal dispersion. Haloes and galaxies are cross-matched using the
T -based (Turk et al. 2011 ) PYTHON package CAESAR . 1 CAESAR

lso pre-computes a number of global galaxy properties, such as
tellar mass and the instantaneous SFR. Particle data are read using
YGADGETREADER . 2 

 ABSORBER  SAMPLE  

.1 Galaxy selection 

 representative sample of galaxies is obtained across a range of
hysical properties within each of the z = 0, 0.25, 0.5 and 1 snapshots,
y defining regions in M � –sSFR space and selecting galaxies within
ach region. We define three categories of galaxies within each mass
in: (1) star-forming galaxies, with log(sSFR/Gyr −1 ) > −1.8 + 0.3 z
or consistency with previous work with the SIMBA simulation (e.g.

https://caesar.readthedocs.io
https://github.com/jveitchmichaelis/pygadgetreader
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Figure 1. sSFR against stellar mass ( M � ) for our z = 0 galaxy sample, colour 
coded by the mass-weighted average halo temperature. Horizontal lines of 
constant sSFR indicate the partition between star-forming, green valley and 
quenched galaxies. Vertical lines show the boundaries between M � bins. 
The observed star-forming main sequence from GSWLC is shown as black 
squares. The SIMBA galaxy population as a whole are shown as a log-scale 
2D histogram in grey-scale. 
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homas et al. 2019 ); (2) green valley galaxies, with sSFR within 1 dex
elow the star-forming galaxy threshold; (3) quenched galaxies, with 
FR = 0 M � yr −1 to ensure that these galaxies are fully quenched.
e impose a lower stellar mass limit of M � > 10 10 M � and require

hat the galaxies are the central galaxy in their haloes. We select 12
alaxies in each M � –SFR region (apart from in the highest mass
reen valley region, in which there are only 8 galaxies matching 
hese criteria at z = 0). Subsamples of 12 were chosen to balance
 reasonable sample size with the computational cost of generating 
pectra and the size of the smallest M � –SFR bin. All other bins
ontain more than 12 galaxies; in these bins, we randomly select 
alaxies using NUMPY ’s random.choice function with a seed of 
 and assuming a uniform distribution. We select a constant number 
f galaxies per bin to ensure that any surplus or deficit of CGM
bsorbers around specific types of galaxies is not due to the o v er-
epresentation of such galaxies in our initial sample. We have verified 
hat the galaxies in our sample are randomly orientated with respect to 
he LOS and thus our results are not biased due to galaxy inclination.

Fig. 1 shows sSFR against M � for our z = 0 galaxy sample.
orizontal lines of constant sSFR show our boundaries between 

tar-forming, green valley, and quenched galaxies. The vertical lines 
ndicate the boundaries between our stellar mass bins. The colour 
cale shows the mass-weighted average temperature of gas elements 
n each galaxy’s host halo. We show how this sample relates to
he o v erall SIMBA population with a 2D log-scale histogram of
IMBA galaxies in grey-scale. Galaxies with zero star formation 
re plotted at sSFR = 10 −3.8 Gyr. A comparison with the observed
tar-forming main sequence of galaxies (sSFR > 10 −1.8 Gyr) from the 
ALEX-SDSS-WISE Le gac y Catalog (GSWLC; Salim et al. 2016 ; 
alim, Boquien & Lee 2018 ) is shown as a running median in black
quares. The error bars are the standard deviation within each bin. The
 v erall population of star-forming SIMBA galaxies at low-redshift 
eproduces the observed main sequence well (Dav ́e et al. 2019 ). 

.2 Spectral generation 

or each galaxy in our sample, we probe its CGM by generating
ock spectra for multiple LOS through the simulation box. We 

elect impact parameters ( r ⊥ 

) for each galaxy in multiples of the halo
 200 , in order to probe the impact of radial distance from the galaxy
hilst placing galaxies of varying masses on a common scale. For

ach impact parameter, we select 8 equally spaced LOS in a circle
round the galaxy with radius r ⊥ 

, starting from ( x gal + r ⊥ 

, y gal )
nd proceeding anticlockwise. This results in 8480 LOS spectra per 
ine transition. Absorption spectra are generated for a selection of 
ommonly observed ions spanning a range of excitation energies: 
 I 1215 Å, Mg II 2796 Å, C II 1334 Å, Si III 1206 Å, C IV 1548 Å

and O VI 1031 Å. 
Mock spectra are generated following the same procedure as 

n Appleby et al. ( 2021 ). The PYTHON analysis package PYGAD

R ̈ottgers et al. 2020 ) is used to generate absorption spectra through
he simulation volume in the z-axis direction by identifying the 
as elements whose smoothing lengths intersect with the given 
OS. For each gas element, the ionization fractions are found 
sing look up tables generated with version 17.01 of the CLOUDY 

loud simulation code (Ferland et al. 2017 ) using CLOUDY COOLING 

OOLS . 3 Computing ionization fractions with CLOUDY requires an 
ssumption for the incident photoionizing background spectrum; 
ndeed earlier studies of the CGM in SIMBA demonstrate that the 
 ht tps://github.com/britt onsmit h/cloudy cooling tools 

1  

i  

F

hoice of photoionizing background has a significant impact on the 
etal line absorption statistics (Appleby et al. 2021 ). For consistency
ith earlier work on the CGM and IGM in SIMBA (Christiansen

t al. 2020 ; Appleby et al. 2021 ; Bradley et al. 2022 ), we assume a
aucher-Gigu ̀ere ( 2020 ) photoionizing UV background. For neutral 
 I , self-shielding is already applied directly during the simulation

un; for metal lines, self-shielding is applied following the Rahmati 
t al. ( 2013 ) prescription, whereby an o v erall attenuation factor is
pplied to the entire ionizing background spectrum in the optically 
hin limit. 

The ion densities for each gas element are found by multiplying the
as densities by the ionization fractions for each species, assuming 
 ∼76 per cent mass fraction for hydrogen and the individually
racked mass fractions within SIMBA for the metals. The ion densities
re smoothed along the LOS into pixels using the gas elements’
ndividual smoothing lengths and metal masses (for metal lines), and 
sing the same spline kernel used in the GIZMO simulation code. The
pectral pixel scale is 2 . 5 km s −1 . The optical depths for each pixel are
omputed from the resulting ion column densities using the oscillator 
trength for each species. Column density-weighted physical density, 
emperature, metallicity, and peculiar velocity are also computed in 
he same manner within the LOS pix els. F or further details on PYGAD ,
ee R ̈ottgers et al. ( 2020 ). We exclude wind particles from the spectral
eneration since these gas elements are hydrodynamically decoupled 
rom the surrounding gas; these represent a very small fraction of
GM mass in the haloes of the galaxies we consider (Appleby et al.
021 ). 
We apply the follo wing ef fects to the resulting synthetic spectra to
imic observations gathered with Hubble Space Telescope’s Space 
elescope Imaging Spectrograph: 

(i) The spectra are convolved with the STIS E140M line spread 
unction (LSF), which is the medium resolution Multi-Anode Mi- 
rochannel Array (MAMA) Echelle spectrograph LSF, centred on 
40 nm. The typical FWHM is around 6 km s −1 , while the pixel scale
s typically 2.5 km s −1 . For Mg II , we convolve with a Gaussian with
WHM of 6 km s −1 to mimic Keck spectra. 
MNRAS 519, 5514–5535 (2023) 
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Figure 2. Example synthetic spectra (grey lines) of the CGM of a star-forming galaxy from our z = 0 sample with M � = 10 10 . 8 M � and SFR = 14.2 M � yr −1 . 
The LOS is r ⊥ = 0.25 r 200 = 155 h −1 kpc from the galaxy. The spectra are centred on the galaxy’s systematic velocity. The detected absorption regions are 
shaded in grey and numbered at the top of each plot. The solid pink lines show the o v erall fitted model, where models consist of multiple lines; these are shown 
as dashed pink lines. The χ2 

r for each region is given in the legend on the lower left of each panel. 
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(ii) Gaussian random noise is added to the spectra with a signal-
o-noise ratio (SNR) of 30. 

(iii) A mock continuum fitting procedure is applied to the spectra
s in Appleby et al. ( 2021 ) (iteratively removing pixels that are > 2 σ
elow a polynomial best fit to the spectrum until the fractional change
etween continuum fits is less than 10 −4 ). 

While our goal is not to compare with observations, this choice
llows us to examine absorber properties at the highest resolution
mong currently available UV spectrographs capable of obtaining
ignificant samples of CGM absorbers. The resolution of the COS
pectrograph, in contrast, is often insufficient to resolve metal
ines arising in cooler gas, which would make Voigt profile fitting
arameters (described in the next section) less robust. 
Fig. 2 shows example synthetic CGM absorption spectra from

ur sample (grey lines). The central galaxy is a star-forming
 � = 10 10 . 8 M �, SFR = 14.2 M � yr −1 galaxy at z = 0. Lower
ass, star-forming galaxies such as this are o v errepresented in our

bsorber sample since their CGM contain an o v erabundance of
bsorbers compared with the population as a whole (Section 4.1 ).
he impact parameter of the LOS is r ⊥ 

= 0.25 r 200 = 155 h −1 kpc
NRAS 519, 5514–5535 (2023) 
nd the spectrum is centered on the galaxy systematic velocity. Each
anel shows the spectrum for a different ion. The shapes of these
pectra are representative of our spectrum sample: the H I spectrum
hows strong, saturated absorption with broad wings, while the metal
ine spectra also show strong absorption, with Mg II , C II and Si III
lso saturating in places. The Mg II spectrum is composed of many
arrow lines, which we find is typical of Mg II absorption in SIMBA .
he H I and metal absorption lines appear aligned with one another

n velocity space, despite the range of physical conditions probed
ith these lines. 

.3 Spectrum fitting 

e extract observables from the spectra within a ±600 km s −1 

indow centered on each galaxy. Fitting Voigt profiles to the
pectra provides the column density N , the Doppler b parameter,
he wavelength (or velocity) location along the LOS, and equi v alent
idth (EW) for each line in the absorption system. We also compute

he EW directly from the flux for comparison. 
The Voigt profile fitting procedure broadly follows that of AUTOVP

Da v ́e et al. 1997 ), b ut reformulated into PYTHON and integrated

art/stad025_f2.eps
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Table 1. Absorber sample properties: E , the excitation energy of the species; n LOS no-abs , the number of LOS 
with no detected absorption regions; n reject and f reject , the number and fraction of fitted LOS flagged as having at 
least one unacceptable absorption region; n absorbers , the resulting number of fitted absorbers below the χ2 

r limit; 
log( N min /cm 

−2 ), the column density completeness limit; χ2 , 90 
r , the χ2 

r below which we reco v er 90 per cent of 
the total EW; median χ2 

r , the median χ2 
r of all absorbers. 

Species E (eV) n LOS no-abs n reject f reject n absorbers log( N min /cm 

−2 ) χ2 , 90 
r Median χ2 

r 

H I 13.60 2784 447 0.078 9664 12.7 4.0 1.2 
Mg II 15.04 7396 437 0.403 2911 11.5 50.0 2.2 
C II 24.38 6195 393 0.172 5757 12.8 15.8 1.7 
Si III 33.49 5662 850 0.302 8097 11.7 39.8 3.0 
C IV 64.49 4225 680 0.160 10752 12.8 8.9 1.7 
O VI 138.12 3752 248 0.052 7986 13.2 4.5 1.6 
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nto PYGAD . To simplify the fitting procedure, we first identify 
bsorption regions by computing the detection significance ratio of 
ach pixel, which is defined as the Gaussian-smoothed flux equi v alent 
idth divided by the Gaussian-smoothed noise equi v alent width. 
bsorption regions are identified where the flux drops below the 

ontinuum level and the ratio is > 5 σ . We ensure that the region
dges begin at continuum level, and merge together nearby regions 
ithin 2 pixels of one another. We impose a region length limit of > 2
ixels to a v oid spurious absorbers. Table 1 gives the number of LOS
out of the 8480 LOS per species) that have no detected absorption
egions. 

Each absorption region is fitted individually. In the first instance 
 line is added at the position of lowest flux, and an initial estimate
or N and b is made based on the depth and velocity width of the
ocal flux minimum, respectiv ely. F or saturated lines (those with a
esidual flux below the noise level), a line is placed in the middle of
he saturated trough and the initial estimate for N and b is made by
nding the values that give the lowest reduced χ2 

r in a coarse grid
f log N -log b space. The best-fitting Voigt profile solution is then
ound using the minimize routine from the scipy.optimize 
ubpackage 4 to search parameter space for the line parameters which 
inimize χ2 

r . We supply prior bounds of 12 < log( N /cm 

−2 ) < 19
or H I and 11 < log( N /cm 

−2 ) < 17 for metal lines. Bounds on b
re computed based on the thermal line width at 10 4 and 10 7 K. To
 v oid o v erfitting that occurs with steeply saturated absorbers, the χ2 

r 

s asymmetrically penalized further where the model is > 3 σ below 

he data. 
If χ2 

r < 2 . 5 is reached then the solution is accepted, as we find that
his gives a reasonable visual fit to the data in most cases. Otherwise,
he model is subtracted from the data to find a residual flux and a
ine is placed at the residual minimum, and the process is repeated
ntil an acceptable fit is achieved, up to a maximum of 10 lines.
ew lines must impro v e the χ2 

r by at least 5 per cent, and if the
odel does not impro v e sufficiently after 2 additional lines then

he process is halted, and the additional lines are ignored. If after 10
ines an acceptable solution is not found then we revert to the number
f lines that performed best. Our routine then attempts to find the
olution with the fewest lines by iteratively re-fitting with each line 
emo v ed one at a time. If the χ2 

r acceptance threshold is reached, or
he χ2 

r increases by less than 5 per cent then the line is remo v ed from
he solution. Formal errors in N and b are found by computing the
essian covariance matrix. In cases where an acceptable fit is not 

ound, the routine flags these for possible manual fitting, although 
or this work we do not revisit these fits. Table 1 gives the number
nd fraction of fitted LOS that are flagged as having at least one
 https://docs.scip y.org/doc/scip y/r efer ence/optimize.html 

s
w
b  
bsorption region with an unacceptable fit ( χ2 
r > 50). We verify that

he EWs resulting from these fits closely correspond to the EWs
omputed directly from the spectra, broadly following a 1:1 relation. 

Although we adopt a χ2 
r < 2 . 5 acceptance limit during the fitting

rocess, the solution for a LOS does not al w ays reach this threshold.
o cope with such cases, we adopt χ2 

r acceptance thresholds for 
ur absorber sample such that we reco v er 90 per cent of the total
W across all LOS for each species. While the Voigt profile fitter
ccasionally o v erestimates the EW for individual LOS, we have
hecked that the total EW computed directly by summing all LOS is
l w ays higher than the total EW obtained by fitting the spectra. The
pper limits ( χ2 

r, 90 ) are given in Table 1 , along with the sample size
nd N completeness limit for each species. In practice, the quality
f the fit is much better than these limits in most cases; the median
2 
r of absorption lines in our sample is also given in Table 1 . We are

eluctant to adopt a stringent fixed χ2 
r for all species as this leads

o an incomplete sample of absorbers. We show a comparison of
ndividual LOS EW and N obtained from our Voigt profile fitting
outine to those obtained directly from the spectra in the Appendix. 

Fig. 2 shows the Voigt profile fits for the example spectrum. The
etected regions of absorption are shaded in grey and numbered along
he top of each panel. The individual fitted absorber components 
re plotted as dashed pink lines, with the o v erall best-fitting model
lotted in solid pink. The χ2 

r for each absorption region is displayed
n the lower left of each panel. Overall, the quality of the Voigt
rofile fits to the data are good considering the fits are produced
utomatically with no manual intervention. Inspecting the fits by 
ye, the models clearly capture the o v erall shape of the original
pectra. 

The Mg II spectrum contains an example of a poor Voigt profile
t (absorption region 2 in the Mg II panel, with χ2 

r = 46 . 22). In this
ase, the fitting routine has not succeeded in finding an accurate
olution. Ho we v er, by e ye the fit is not completely unreasonable: the
t has two strong absorption features at the position of the two main
bsorption features in the data, but the fit has not captured the fine
etail of the many small absorption lines within these features. This
s typical of the high χ2 

r Mg II and Si III lines in our sample. 

 C G M  ABSORBERS  

.1 Column density distribution functions 

e begin our analysis with counting statistics of the CGM absorber
ample using the column density distribution function (CDDF), 
hich gives the column density probability distribution normalized 
y the comoving path length along the LOS. The CDDF is defined
MNRAS 519, 5514–5535 (2023) 
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Figure 3. The z = 0 CDDF for each ion considered in this work. Colours represent galaxy types: all galaxies (grey), star forming (blue), green valley (green), 
and quenched (red). The smaller panels show the fraction with respect to the CDDF for all galaxies and at all impact parameters. Horizontal error bars show the 
width of the column density bins. Vertical error bars on show representative cosmic variance uncertainties, computed using all absorbers. Vertical lines indicate 
the completeness limit in each case. 
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s 

 ( N , z) = 

∂ 2 n 

∂N ∂X 

, (1) 

here n is the number of absorbers in each bin of log N , and ∂X
s the comoving path length, designed to account for cosmological
volution (e.g. Wijers et al. 2019 ): 

X = d z 
H 0 

H ( z) 
(1 + z) 2 , (2) 

here d z = 600 km s −1 × N spec / c is the redshift path length (with
 spec being the number of spectra generated) and H ( z) is the Hubble
onstant at z. 

Fig. 3 shows SIMBA ’s predictions for the CDDF in the CGM
or each species. Grey lines show the CDDF for all galaxies, while
he blue, green, and red lines show the galaxies separated into star-
orming, green valley, and quenched subsamples, respectively. The
maller panels show the CDDF fraction with respect to the case for
ll galaxies and at all impact parameters. Horizontal error bars show
he width of the column density bins, where we have increased the
in width at the high column density end to account for low numbers.
ertical error bars show representative cosmic variance uncertainties,
ombined with the Poisson error within each bin, computed using
ll galaxies and all LOS. Error bars in the smaller panels are slightly
ffset for easier viewing. To determine the cosmic variance error,
he x and y sides of the simulation box are each split into quarters,
NRAS 519, 5514–5535 (2023) 
orming 16 equal-sized cells across the face of the simulation. The
bsorbers are binned into these cells based on the x − y positions
f their sightlines. The cosmic variance uncertainties are computed
y jackknife resampling: we iterate o v er the cells and omit the
bsorbers from each cell in turn, and compute the CDDF from the
emaining absorbers. The cosmic variance error is the variance of the
6 estimates of the CDDF. The uncertainties in the smaller panels are
hose of from all galaxies, added in quadrature with the uncertainties
rom star-forming, green valley and quenched galaxies. Where the
ncertainties are large (e.g. at the high column density end for C II and
i III ), this arises from low numbers of such absorbers. 
The o v erall shape of the CDDF in each case is that of a power law at

igh column densities with a turno v er at the low column end around
og( N /cm 

−2 ) > 12 −13 (the exact turnover column density varies for
ach ion). The turno v er may be due to incompleteness in our sample
f low column density absorbers, or a genuine physical decrease in
bsorbers of this strength. We have conducted completeness tests
n our sample by re-generating our LOS sample using an SNR of
00 to see whether this unco v ers low column density absorbers that
therwise would be below the noise limit. We see little difference
n the CDDFs from this high SNR sample, suggesting that such low
olumn density absorbers genuinely do not exist in our simulation,
ikely due to numerical resolution. We compute lower completeness
imits on our sample by fitting the power law portion of each CDDF
nd identifying where the CDDF falls below 50 per cent of the
xpectation at low column densities. The completeness limits for
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Figure 4. As in Fig. 3 , the z = 0 CDDF for each ion considered in this work. In this case, the colours represent broad stellar mass bins. The smaller panels show 

the fraction with respect to the CDDF for all galaxies and at all impact parameters. Horizontal error bars show the width of the column density bins. Vertical 
error bars on show representative cosmic variance uncertainties, computed using all absorbers. Vertical lines indicate the completeness limit in each case. 
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ach species are shown as dashed vertical lines in Fig. 3 and given in
able 1 . For the remainder of this work we will only discuss results
or absorbers abo v e these limits. 

Considering the CDDFs for absorbers from all galaxies in our 
ample, we find abundant H I absorption in our CGM sample, even
ut to high column densities, resulting in a shallo w po wer law
lope for H I . Mg II absorbers are the least frequently occurring ion
n our sample, and typically have low column density. Hence the 
DDF for Mg II barely probes the low column density turno v er. Our
bsorber sample does not contain any O VI absorbers outside of a
arrow range of column densities (12 < log( N /cm 

−2 < 15), resulting
n a CDDF which probes only the turno v er and a limited portion
f the power law. This reflects our spectral generation approach, 
hich provides limited sampling at very high column densities. In 

ontrast, Bradley et al. ( 2022 ) also used SIMBA to examine global
 VI statistics along random LOS using projected column density 
aps through the simulation volume, which allowed many more 
OS thus enabling the O VI CDDF to be measured to higher column
ensities; they showed that the resulting CDDF is in very good 
greement with observations at z � 0 . 7. 

Splitting the absorbers by the star formation activity of the central 
alaxy, we can begin to see the effect of star formation on the CGM.
or each ion, absorbers from around star-forming galaxies have 
igher number counts at all column densities. Thus star-forming 
alaxies contribute more to the o v erall CDDF. F or Si III and C IV ,
he high column density absorbers only occur in the CGM of star-
orming galaxies. The difference plots show the relative contribution 
f each galaxy subsample to the total CDDF; for each species, the
ifference plots show a positive (negative) slope for star-forming 
green valley and quenched) galaxies. 

Examining the absorber statistics from the green valley sample, is 
t clear that the population of CGM absorbers around green valley
alaxies more closely resembles that of quenched galaxies, rather 
han the star-forming galaxies. This is particularly true for low ions,
hich (as we will later show) trace cooler, denser gas. Although

hese green valley galaxies have some residual star formation, their 
GM gas has already dropped out of the necessary conditions for
bundant and high column density absorption. This suggests that the 
GM of green valley galaxies ‘quenches’ (that is, resembles that of a
uenched galaxy) before star formation is fully halted in the central
alaxy, at least in terms of their cool, dense gas content. 

Having examined the dependence on star formation activity, we 
ow investigate the stellar mass dependence of SIMBA ’s absorber 
ounting statistics. Fig. 4 again shows SIMBA ’s predictions for the
DDFs in the CGM; in this case, the grey lines still represent the
DDF for all galaxies, while the blue, purple, and orange lines show

he galaxies separated into broad stellar mass bins. As before, the
maller panels show the CDDF fraction with respect to the case for
ll galaxies at all impact parameters. The errorbars are computed in
he same manner as Fig. 3 . The vertical lines in each panel indicate
he completeness limits. 

In general, there is little difference in the CDDF from galaxies in
ur low- and intermediate-mass bins, and these CDDFs essentially 
ollow the shape and normalization of the CDDF for the full galaxy
MNRAS 519, 5514–5535 (2023) 
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ample. Where the CDDF from these stellar mass bins is substantially
igher than the CDDF for all galaxies, this generally occurs below
he completeness limit. Thus, the counting statistics of galaxies
ith 10 < log ( M � / M �) < 11 are largely independence of stellar
ass. In Appleby et al. ( 2021 ), we examined the mass and metal

udgets of haloes in SIMBA , and found that (when combining systems
egardless of star formation activity) galaxies in this mass range have
 multiphase CGM with roughly equal proportions of metal mass in
ool, warm and hot CGM, as well as 10–20 per cent of metal mass
as in the ISM. Hence, these galaxies have an abundance of metal
nriched gas in their haloes that is capable of producing measurable
bsorption. 

Ho we ver, galaxies in the highest mass bin (11 < log ( M � / M �) <
1 . 5) have significantly fewer absorbers at all column densities. The
DDF fraction from high-mass galaxies is roughly constant with
olumn density (abo v e the completeness limit). The CDDF of H I

bsorbers is at the level of ∼ 70 per cent of the o v erall CDDF; for
etal absorption it is slightly lower at ∼ 50 per cent . In this stellar
ass range, haloes in SIMBA become less multiphase in nature and
ore homogeneous, with a growing proportion of mass and metals

n the hot phase of the CGM, largely due to stronger AGN feedback
t the high-mass end (Appleby et al. 2021 ). The lower CDDF of
igh-mass galaxies compared with the o v erall CDDF demonstrates
hat this leads to a reduction in number of these CGM absorbers, as
GM gas is heated into higher ionization states such as O VII that are
ot traced in the ultraviolet (see Bradley et al. 2022 ). 
In summary, H I is the most abundant species in the CGM of

IMBA galaxies, with a large absorber population out to the high
olumn density end. Star formation activity and stellar mass of the
entral galaxy both play a role in the absorber statistics of the CGM.
he CDDF for each species is lower for quenched galaxies than star-

orming galaxies, while the CDDFs for green valley galaxies is more
imilar to quenched than star-forming galaxies, suggesting that the
ffects of quenching are apparent in the CGM before star formation
ully halts in the central galaxy. High-mass galaxies also have lower
bsorber CDDFs due to the growing proportion of the CGM that is
ade up of hot gas. Numerical convergence tests conducted in our

revious work indicate that increased particle resolution results in a
oderate increase in equi v alent width, particularly for H I and O VI

bsorption in the outskirts of haloes, suggesting that these CDDFs
produced from the fiducial SIMBA volume) represent minimum
GM absorber counts (Appleby et al. 2021 ), particularly at the

ow column density end. In addition, as can be seen in Fig. A1
f the Appendix, the Voigt profile fitting routine can o v erestimate
 I column densities in Lyman Limit Systems due to the saturated
ature of the absorption. As such, the CDDFs presented here for H I

re likely to be o v erestimated at the high column density end. 

.2 Physical conditions of absorber sample 

e now turn to the underlying physical conditions that give rise to H I

nd metal absorption in the CGM by examining the distribution of
GM absorbers in o v erdensity-temperature phase space. We obtain
nderlying physical conditions for each absorber by selecting column
ensity-weighted properties (computed during the spectral genera-
ion process, see Section 3.2 ) at the pixel nearest to the absorber’s
tted LOS wavelength. Thus, the results presented here represent the
as conditions that are contributing most to the absorption. Fig. 5
hows histograms of o v erdensity (upper panels) and temperature
lower panels) of the absorbers for the six ions we consider.
verdensity is defined as δ = ρm 

/ ̄ρm 

, where ρm is the matter density,
nd ρ̄m 

is the mean matter density of the universe. Each histogram is
NRAS 519, 5514–5535 (2023) 
ormalized such that the area sums to unity. Overdensity histograms
re split into absorbers from star forming (blue), green valley (green),
nd quenched (red) galaxies. Temperature histograms are split by the
tellar mass of the central galaxy: blue (low), purple (intermediate),
nd orange (high). In addition, vertical lines at the top of each panel
ndicate the medians of each galaxy subsample, when split into inner
 r ⊥ 

/ r 200 = 0.25 and 0.5 exactly; dashed lines) and outer ( r ⊥ 

/ r 200 =
.75, 1 and 1.25 exactly; shorter dotted lines) CGM LOS, following
he inner and outer CGM definitions of Oppenheimer et al. ( 2018 ).

e include lines at r ⊥ 

/ r 200 = 1.25 to reflect the fact that the outer
oundary of the CGM is not well-defined. 
The H I absorbers trace gas across a broad range of physical

onditions, both in terms of o v erdensity and temperature. Neutral
 I absorption can occur in a wide range of conditions due to the
igh oscillator strength of the H I transition, though it traces hotter
as less well owing to collisional ionization effects. Additionally, the
resence of H I does not rely on the metal enrichment of the gas, thus
ess enriched lower density regions farther from the galaxy can still
ield strong absorption. 
By comparison, the o v erdensity and temperature distributions for

he metal lines are generally narrower, because individual metal ions
end to trace specific phase space conditions. The median o v erdensity
or metal line absorbers mo v es to lower o v erdensities and higher
emperatures for the higher ionization species; we will examine this
elationship with ionization potential in more detail in Section 4.6 .
his is expected since atoms tend to lie in lower ionization states

or denser, cooler gas. Additionally, chemical enrichment tends to
e strongest close to the galaxy where the CGM is densest, yielding
ore fa v orable conditions for low ion absorption. Hence e.g. Mg II

eaks at δ ∼ 10 3 , while O VI peaks at δ ∼ 10 2 , similar to H I .
eanwhile, the temperature histograms sho w lo w ions peaking at
 � 10 4 . 5 K, while O VI is most commonly found near its collisional

onization peak temperature of 10 5.5 K, albeit with a significant tail to
ower temperatures representing photoionized gas. We will examine
he relative contribution to the metal absorbers from collisional and
hotoionized gas in more detail in Section 4.4 . 
In the upper panels of Fig. 5 , we separate the absorber sample by

he type of central galaxy (star-forming, green valley or quenched)
nd compare CGM absorber o v erdensity distributions. Absorbers
n the CGM of star forming galaxies typically occur in gas that is

ore o v erdense than the absorbers around green valley and quenched
alaxies, although the effect is small. For H I absorbers in the inner
GM, the median o v erdensity occurs ∼0.3 and ∼0.6 dex higher

or star forming galaxies than green valley and quenched galaxies,
espectiv ely. F or absorbers in the outer CGM, the median o v erdensity
s similarly higher around star forming than green valley galaxies, but
here is little difference between green valley and quenched galaxies.

For each ion, the green valley absorber distribution more closely
esembles that of the quenched galaxies than the star forming
alaxies. This supports our interpretation of the CDDF that the CGM
f green valley galaxies shows signs of being quenched before star
ormation completely ends in the central galaxy. Although we do not
how it here, the o v erdensity distributions are largely independent of
alaxy stellar mass. 

For the temperature distributions in the lower panels of Fig. 5 ,
e separate the absorber sample by the stellar mass of the central
alaxy, since it turns out that the temperature distributions are mostly
ndependent of star formation activity. The peak of the temperature
istribution clearly increases with stellar mass, since galaxies of
igher stellar mass typically live in higher mass haloes with higher
irial temperatures. Galaxies in the intermediate and high stellar mass
in produce absorbers which broadly follow the same temperature
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Figure 5. Histograms of o v erdensity (top) and temperature (bottom) at the fitted positions of CGM absorbers for each of the ions we consider. Overdensity 
histograms are split by the type of central galaxy: star forming (blue), green valley (green), and quenched (red). Temperature histograms are split by the stellar 
mass of the central galaxy: blue (low), purple (intermediate), and orange (high). Vertical lines in the upper portion of each panel indicate the medians for each 
galaxy sample when split by inner (dashed) and outer (dotted) CGM LOS. 
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istributions. In contrast, galaxies in the lowest stellar mass bin have 
roportionally more absorbers in the low temperature tail of the 
istribution. 
The median temperatures for these distributions are indicated by 

icks along the top axis separated into inner and outer CGM, with
he long ticks representing the former and the short ones the latter.
bsorbers from the inner CGM trace higher o v erdensities than those

rom the outer CGM. This trend is clearest for the H I , C IV , and
 VI absorbers. The trend with impact parameter is not present 

or the Mg II , which was also the case with Ford et al. ( 2013 ).
e have seen from the Mg II CDDF that there are relatively few
g II absorbers. Similarly, there is a slight trend with temperature 

or the H I absorbers, with absorption in the inner CGM tracing
referentially cooler gas. For the metal lines there is very little
ifference between the median temperatures for inner and outer 
GM. 
To summarize, H I traces a wide range of physical conditions

n terms of o v erdensity and temperature, while the distributions
or the metal absorbers are narrower, with peaks that decrease in
 v erdensity and increase in temperature with increasing excitation 
nergy. Absorbers from the inner CGM trace denser gas than those
rom the outer CGM; in contrast, there is little difference in the
bsorber temperatures between the inner and outer CGM, except 
n the case of H I . Separating the absorbers by the star formation
ctivity of their central galaxies demonstrates that CGM absorbers 
rom star-forming galaxies typically arise from denser gas than those 
MNRAS 519, 5514–5535 (2023) 
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M

Figure 6. Gas temperature against o v erdensity at the fitted position of CGM absorbers for the 6 species we consider, colour-coded by absorber column density. 
In each plot, the top and bottom panels show absorbers in the inner and outer CGM, respectively. The upper plots show H I (left), Mg II (middle), and C II (right) 
absorbers, while the lower plots show Si III (left), C IV (middle) and O VI (right). The lower colour scale limits are the completeness limits and are different for 
each ion. The background greyscale in each panel shows the global phase space distribution for all gas along all LOS (this is identical for each species). 
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rom green valley or quenched galaxies. The absorber temperature
s largely set by the stellar mass of the central galaxy. While these
rends are subtle, they suggest that the ensemble of CGM absorption
ines hold some information about the phase of CGM gas. 

.3 CGM absorbers in cosmic phase space 

e now combine the o v erdensity and temperature information into
D phase space plots to gain a more complete picture of the absorber
roperties and examine their relationship with absorption strength.
ig. 6 shows the temperature-o v erdensity phase space for the CGM
bsorbers, colour-coded by the absorber column density. Upper plots
how H I (left), Mg II (middle), and C II (right) absorbers, while
he lower plots show Si III (left), C IV (middle) and O VI (right).
NRAS 519, 5514–5535 (2023) 
n each case, the upper panels show absorbers in the inner CGM
 r ⊥ 

/ r 200 of 0.25 and 0.5) and the lower panels show those in the
uter CGM ( r ⊥ 

/ r 200 of 0.75, 1, and 1.25). The lower limits of the
olumn density colour scale are the completeness limits for each
on. In this plot we show all absorbers abo v e the completeness
imits, making no distinction between the different types of central
alaxy. The phase space distribution for all gas along all the LOS
s shown in grey-scale. Compared with the phase space distribution
or the entire original simulation at z = 0 (see Christiansen et al.
020 ), the distribution from LOS gas is biased towards higher
ensities as they are selected to probe in and around the CGM of
alaxies. 

It is clear by comparing the upper and lower panels of Fig. 6
hat there are more identified absorbers for each metal ion in the
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cosmic phase space, for each of the species we consider. Fractions are split 
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fraction of total column density. 
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nner CGM than in the outer CGM, and that high column density
bsorbers in particular are rarer in the outer CGM. The difference 
n number of absorbers is smaller for H I ; ho we ver, the outer CGM
till has preferentially fewer strong H I absorbers. This is consistent 
ith previous work examining haloes in the SIMBA simulation that 
emonstrate a decreasing radial profile for density (Sorini, Dav ́e & 

ngl ́es-Alc ́azar 2020 ; Sorini et al. 2022 ) and EW (Appleby et al.
021 ). The similarity between the phase space distributions in the 
nner and outer CGM illustrates that these absorbers arise from 

roadly the same physical conditions, but that such conditions are 
arer in the outer CGM. This is particularly true for Mg II absorbers,
hich are almost non-existent in the outer CGM. 
Following Dav ́e et al. ( 2010 ), the vertical lines in Fig. 6 represent

he approximate o v erdensity threshold at the boundary of a virialized
alo, based on Kitayama & Suto ( 1996 ): 

th = 6 π2 (1 + 0 . 4093(1 /f � − 1) 0 . 9052 ) (3) 

here f � is 

 � = 

�m 

(1 + z) 3 

�m 

(1 + z) 3 + (1 − �m 

− �� 

)(1 + z) 2 + �� 

(4) 

t z = 0, the o v erdensity threshold is δth ∼ 111 for our cosmology.
he horizontal lines represent the temperature threshold T th = 10 5 K, 
hich is the conventional definition for the Warm-Hot Intergalactic 
edium (WHIM) gas (Cen & Ostriker 1999 ); temperatures abo v e

his threshold cannot easily be reached without gravitational shock 
eating or feedback. Dav ́e et al. ( 2010 ) use these thresholds to define
our regions of cosmic phase space: condensed gas which is cool 
nd dense; hot halo gas which is dense and shock heated; diffuse
as which is cool and mostly photoionized; and the WHIM , which
s diffuse and hot. Only gas in the condensed or hot halo phases can
e considered part of the CGM, as less dense gas is typically not
ound to any halo. It was explicitly verified by Sorini et al. ( 2022 )
hat the cumulative mass fraction of the diffuse and WHIM phases 
dentified based on the o v erdensity threshold giv en by equation ( 3 )
s very close to the value obtained by summing over the mass of gas
lements outside the boundaries of haloes in SIMBA . 

From Fig. 5 , we have seen that H I absorbers span a wide range
f physical conditions; Fig. 6 shows that these absorbers are spread 
cross the four categories of phase space, with the high column 
ensity absorbers ( N HI > 10 15 cm 

−2 ) absorbers arising from cool,
ondensed gas. Absorbers from the hot halo, WHIM and diffuse gas 
hases are typically weak, close to or below the completeness limit. 
Absorption from the low ionization metal lines (Mg II , C II , and

i III ) lies almost e xclusiv ely in the condensed phase; the temperature
f these absorbers rarely rises abo v e T th .The highest column density
 II absorbers lie along the same locus in the condensed phase as the

trong H I absorbers; this is not apparent for Mg II and Si III as these
etal absorbers are weaker. For C IV , these absorbers lie mainly

cross the condensed and diffuse regions of phase space, with the 
ulk of absorbers arising from condensed gas. In contrast to the lower
ons, the temperatures of C IV absorbers can rise abo v e T th , and there
s a contingent of these absorbers arising from both the WHIM and
ot halo phases. There is ho we ver little trend in the column density
f C IV absorbers; the strongest absorbers are only mildly biased 
owards higher densities. Finally in the case of O VI , these absorbers
xist across the diffuse, WHIM and hot halo regions, with the highest
olumn density absorbers arising from hot halo gas. In contrast to 
he other ions, O VI absorbers rarely arise from cool, condensed gas.
he phase space distributions of Mg II , C II , C IV , and O VI CGM
bsorbers presented here is consistent with measurements of halo 
etals in the Illustris-TNG simulations (Artale et al. 2022 ). 
Fig. 7 quantifies these trends, showing the fraction of absorption 
rising from each region of cosmic phase space for each ion. This is
omputed as the fraction of the total number of fitted line profiles in
ach phase (top panel) and as the fraction of total column density in
ach phase (bottom). The fractions are split into the inner and outer
GM, represented as solid and hatched bars, respectively; the inner 
GM clearly dominates the absorber samples. The number fractions 

ho w the intuiti v e e xpected fractions from examining Fig. 6 , whereas
he absorption fractions demonstrate how the particular regions of 
hase space would dominate the actual observed absorption. The total 
olumn density of the LOS is a robust measurement of the o v erall
bsorption, as we hav e v erified that the total LOS equi v alent width
rom profile fitting largely corresponds to the equi v alent width from
irect measurement. Hence, the total absorption can be comfortably 
ompared between works with different fitting procedures. Ho we ver, 
he number fractions is less comparable since arguably the precise 
umber of absorbers is dependent on the details of the profile fitting
rocedure. 
The number fractions of H I absorbers shows that 77 per cent

rise from cool gas (39 per cent and 38 per cent in the condensed
nd dif fuse phases, respecti vely), 9 per cent from hot halo gas, and
4 per cent from the WHIM. In addition, the inner CGM represents
2 per cent of all H I absorbers and 69 per cent of the condensed
 I absorbers. For the low metal ions, virtually all of the absorbers

re condensed gas. These mostly arise from the inner CGM, with
he fraction in the inner CGM decreasing with ionization energy for
hese low metal ions. More generally, the fraction of absorbers in the
ondensed phase decreases with increasing ionization energy. C IV 

n contrast has a significant fraction of absorbers (37 per cent) not in
ondensed gas. For O VI , the largest fraction of absorbers comes from
he WHIM (48 per cent), while the hot halo and diffuse gas comprise
4 per cent and 16 per cent of the absorbers, respectively. The inner
MNRAS 519, 5514–5535 (2023) 
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nd outer CGM contribute roughly equally to the absorption from
he WHIM (41 per cent and 59 per cent, respectively), whereas the
ot halo absorption seen from the inner CGM is less common in the
uter CGM. 
Examining the fraction with respect to total absorption demon-

trates that while our absorber sample represents a wide range of
 v erdensities and temperatures, the majority of observed absorption
rises from inner CGM gas in the condensed phase, except in the
ase of O VI . H I absorption is split into 83 per cent condensed in the
nner CGM and 15 per cent condensed in the outer CGM, with only
 per cent arising from the remaining phases. For the low ions Mg II ,
 II and Si III the condensed gas fraction from the inner CGM is
ssentially 100 per cent of the total absorption (97 per cent for Si III ).
or C IV , although 37 per cent of absorbers lie in the diffuse, hot halo
nd WHIM phases, these collectively contribute only 13 per cent of
he total C IV absorption. Finally for O VI the proportion in the hot
alo phase rises to 45 per cent when considering total absorption.
his increase comes at the expense of all other phases, such that the
HIM and hot halo gas contribute equally to the majority of the

bsorption (88 per cent). Since gas in the WHIM phase as defined
y Dav ́e et al. ( 2010 ) is not strictly part of the CGM, we conclude
hat only about half ( ∼ 46 per cent ) of the observed O VI absorption
ctually arises from CGM gas. 

In summary, there are fewer absorbers in the outer CGM compared
ith the inner CGM, regardless of absorber species. H I (and C IV )

bsorbers are distributed across all regions of phase space, but most
f the o v erall absorption (98 per cent and 87 per cent) arises from
ondensed gas. Absorption from low ions (Mg II , C II , Si III ) arises
lmost e xclusiv ely from condensed gas, both when considered in
erms of number of absorbers and total o v erall absorption. In contrast,
 VI absorbers arise predominantly from gas in the WHIM or hot
as phase, with less than half of absorbers arising from gas that is
onsidered part of the CGM. 

.4 Sources of ionization 

arlier work using SIMBA to study the CGM has found that the choice
f photoionizing background makes a considerable difference to such
easures of the CGM absorption structure (Appleby et al. 2021 ).
ere, we extend this analysis by examining the relative contributions
f collisional ionization versus photoionization to the ionization
tructure of the CGM. We do so for C IV and O VI as we have seen in
ection 4.3 that these ions have significant fractions of absorbing gas
bo v e the canonical temperature limit for photoionization ( T photo ).
ince the photoionizing sources are unable to ionize abo v e ∼10 5 K,
e expect that any absorbers above T photo must arise from collisional

onization; hence, the hot gas absorption fraction is a reasonable
roxy for the contribution to the total column density from collisional
ources. Previous simulations have shown that high excitation ions
race collisionally ionized gas at high temperatures (Ford et al. 2013 ).

e adopt temperature thresholds of log( T photo /K) = 4.8 for C IV

Mauerhofer et al. 2021 ) and log( T photo /K) = 5 for O VI (B ̈ohringer
998 ; Oppenheimer & Dav ́e 2009 ). 
Fig. 8 shows the fraction of total column density arising from

ot gas abo v e T photo as a function of impact parameter, for C IV

dashed with squares) and O VI (dotted with triangles). We separate
he absorbers by the stellar mass of their central galaxy: low (blue),
ntermediate (purple), and high (orange). Both ions show significant
ractions of absorbers in collisionally ionized gas. O VI absorbers are
t a minimum ∼ 80 per cent collisionally ionized, consistent with
igh O VI collisional fractions measured for this mass regime in the
IHAO simulations (Gutcke et al. 2017 ). Similarly, Oppenheimer &
NRAS 519, 5514–5535 (2023) 
av ́e ( 2009 ) found that while much of the IGM O VI absorption is
hotoionized, the strongest O VI absorbers (i.e. those who contribute
ost to the total O VI column density) are likely collisionally ionized

nd trace recent enrichment within galaxy haloes. For C IV , the
inimum collisional fraction is ∼ 20 per cent . Large collisional

ractions for the high excitation ions naturally follows from our
iscussion of the high proportion of O VI absorbers which arise from
ot halo gas or the WHIM. These results demonstrate that collisional
onization is the dominant ionizing source for these intermediate/high
xcitation ions. 

We have tested the impact of the ionizing background on our
esults by re-generating the C IV and O VI spectra using the Haardt
 Madau ( 2012 ) photoionizing background instead of the Faucher-
igu ̀ere ( 2020 ) background. The results are mostly unchanged – we
nd that the absorbers occupy the same regions of phase space and

hat the fraction of O VI from collisional sources is qualitatively the
ame. Ho we ver for C IV there is a slight ( ∼5 per cent) increase in the
raction of absorption from collisions. This arises since the Haardt
 Madau ( 2012 ) background predicts lower fractions of C IV in the

hotoionized temperature regime, at the level of ∼0.15 dex at the
hotoionization limit of 10 4.8 K and δ = 10 2 (the precise decrease
s sensitive to temperature and overdensity). This leads to (slightly)
educed C IV absorption from the ionizing background and thus a
igher contribution from collisional sources. 
We break our results down further as a function of stellar mass and

mpact parameter. The contribution from collisions increases with
tellar mass for both ions, which is a reflection of the increasing
alo virial temperature for high-mass galaxies (as discussed in
ection 4.2 ). For the C IV absorbers, there is little increase between

he low- and intermediate-mass bins, but a substantial increase
rom of ∼ 30 per cent in collisions between the intermediate- and
igh-mass bins. Galaxies in the intermediate-mass bin (10 10 . 5 M � <

 � < 10 11 M �) have mass-weighted average CGM temperatures
own to 10 5.5 K (see Fig. 1 ) and their gas-phase metals roughly
venly distributed across the ISM and cool, warm, and hot CGM gas
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hases (Appleby et al. 2021 ). Thus, gas below the photoionization 
imit for C IV is more common in low- and intermediate-mass haloes,
hereas the CGM of high-mass galaxies ( M � > 10 11 M �) have a
ass-weighted average CGM temperature of no less than 10 6 K 

nd are more dominated by hot CGM gas (cit.), resulting in a large
ncrease in collisional fraction. For the O VI absorbers the largest 
ncrease in collisional fraction ( ∼ 10 per cent ) occurs between the 
ow and intermediate-mass bins. In Section 4.2 , we noted that the
 VI temperature distribution around low-mass galaxies has a tail of

ow temperature absorbers; here we see that this photoionized tail 
ontributes at most ∼ 20 per cent of the total absorption. 

The collisional absorption fraction also slightly decreases with 
mpact parameter, which reflects the downward radial trend in halo 
emperature as traced by X-rays in SIMBA (Robson & Dav ́e 2020 ).
he radial trend is present for the O VI absorbers in every mass
in; for C IV absorbers the trend is strongest for the highest mass
in, while absorber fraction profiles for low- and intermediate- 
ass galaxies is broadly flat within the noise. The radial decrease 

s consistent with results from the NIHAO simulations, which 
how that photoionization is more prominent on the outskirts of 
aloes (Roca-F ̀abrega et al. 2019 ). To summarize, the fraction of
ollisionally ionized absorption is ∼ 25 –55 per cent for C IV and 

80 –95 per cent for O VI , increases with galaxy stellar mass, and
ecreases with impact parameter. 

.5 Physical density versus column density 

aiv ely, one e xpects that higher density gas giv es rise to higher
olumn density absorption. Ho we ver, temperature and metallicity 
ariations, along with geometrical effects, can complicate this rela- 
ionship. Here, we take a closer look at the relationship between 
hysical o v erdensity of the 3D gas elements and the measured
D column densities of our absorber sample, and e xamine an y
ependence on the type of central galaxy. 
Fig. 9 shows gas o v erdensity against absorber column density, 

olour-coded by r 200 -normalized impact parameter. Results are 
plit into absorbers arising around star forming (left), green valley 
middle), and quenched (right) galaxies. The purple lines in each 
anel represent the running median for inner (dashed) and outer 
dot–dashed) CGM absorbers; we show medians only where the 
olumn density bins contain at least 15 data points. The solid purple
ines indicate the best fit to a power law for the H I absorber data
etween the completeness limit and 10 15 cm 

−2 ; the dotted purple 
ines show the best fit extrapolated to higher column densities. 

First we examine the o v erall results for the whole absorber sample.
or each absorber species, there is a positive trend of increasing 
 v erdensity with column density, as broadly e xpected. F or the
etal lines, the cloud of absorbers mo v es to lower o v erdensities
ith increasing excitation energy. The running medians provide 

n estimate for the o v erdensity for observed absorbers at a given
olumn density. None the less, there is a significant scatter around 
his relationship. 

Of the absorber species we include, H I has the steepest increase
f o v erdensity with column density. Between the completeness limit
nd 10 15 cm 

−2 , the H I absorbers follow a power law: 

og 10 δ = a log 10 ( N H I / cm 

−2 ) + b. (5) 

or star-forming galaxies, the best-fitting parameters for the power- 
aw scaling are a = 0.66 and b = −6.9; for green valley galaxies,
hese are a = 0.7 and b = −7.5; for quenched galaxies, they are a
 0.76 and b = −8.5. These best-fitting parameters are reasonably 

imilar to those found for H I for IGM absorbers by Dav ́e et al. ( 1999 )
 a = 0.7 and b = −8.5), despite the many differences between these
imulations. The H I absorbers in SIMBA trace higher o v erdensities
or a given column density, perhaps simply owing to the higher
ensities found in the CGM compared with IGM gas, as well as
hanges in the assumed photoionizing background. 

In addition, the CGM in Simba has a deficit of H I absorbers at N H I 

10 17 cm 

−2 , and a cloud of absorbers at higher column densities
 N H I > 10 17 cm 

−2 ). Beyond N H I > 10 15 cm 

−2 , the o v erdensity no
onger increases uniformly with column density, as the absorption 
eatures are likely saturated. These absorbers exist on the logarithmic 
art of the curve of growth and so it becomes difficult for the Voigt
rofile fitter to disentangle increases in column density vs. linewidth. 
he cloud of high column densities comes from gas at all impact
arameters, but preferentially comes from the inner CGM. 
When we split the absorbers by the star formation rate of central

alaxy, we see subtle differences in these absorber samples, as 
inted by the star formation dependence of the power-law best-fitting 
arameters. When compared with star-forming galaxies, quenched 
alaxies have fewer absorbers overall and preferentially fewer at the 
ighest o v erdensities and at the highest column densities, due to the
eating of the galaxy halo via AGN feedback. The reduction in the
umber of absorbers around quenched galaxies is largest for low 

etal absorbers since AGN feedback heats gas out of the optimal
ool, dense regime for low metal absorption (Christiansen et al. 
020 ). In general, absorbers around star-forming galaxies abo v e δth 

ome from the inner CGM, whereas absorbers below this threshold 
ome from the outer CGM. Ho we ver for quenched galaxies, this
lear distinction in o v erdensity between inner and outer CGM is not
een; this is clear from the running medians for the inner and outer
GM absorbers, which lie close together for quenched galaxies. 
hese results suggest that the CGM around quenched galaxies is 
ore uniform in nature. 
Despite these differences, o v erall we find that absorbers from

round galaxies of different star formation activities do not come 
rom fundamentally different types of gas, and it is not possible to
leanly separate our sample into different galaxy types by making 
uts in o v erdensity-column density space. Although we do not show
t here, we have also produced the converse version of Fig. 9 (coloured 
y the star formation activity and split into inner and outer CGM),
nd similarly found that absorbers from different types of galaxies 
ccupy similar regions of phase space. We have also examined the
tellar mass dependence and found that the impact of increasing 
tellar mass largely resembles that of decreasing star formation 
ate – fewer absorbers for each species, but little difference in the
istribution of absorbers in density space. These plots demonstrate 
 comple x, de generate relationship between star formation, stellar 
ass, absorption strength, and distance from the galaxy. We find that
hile the o v erall number and strength of absorption reduces when
alaxies are quenched, conditions necessary for absorption do not 
hange, and thus there is little change in the distribution of absorbers
n phase space. 

.6 Typical physical conditions of absorbers 

aving presented the physical gas conditions for our whole absorber 
ample, here we summarize these results by examining typical gas 
roperties for each species. Fig. 10 shows the column density- 
eighted median o v erdensity (top), temperature (middle) and metal- 

icity (bottom) against ionization energy for the six ions we consider.
or H I , the metallicity is taken as the total metal mass fraction
elative to solar abundance (0.0134), while for the individual ions it
epresents the solar-scaled abundance in the corresponding element. 
MNRAS 519, 5514–5535 (2023) 
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M

Figure 9. Overdensity against column density for each of the species, split into star forming (left), green valley (middle), and quenched (right) galaxies. Points 
are colour-coded by the r 200-normalized impact parameter. Purple dashed and dot–dashed lines show the running medians for galaxies in the inner and outer 
CGM, respectively. The solid purple lines indicate the best power-law fit to the H I absorber data between the completeness limit and 10 15 cm 

−2 ; the dotted 
purples lines show the best fit extrapolated to higher column densities. 
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olumn density-weighted medians represent the values at which
0 per cent of the absorption occurs abo v e (or below) this value.
oints are colour coded by the r 200 -normalized impact parameter. We
ho w representati ve error bars for the r ⊥ 

/ r 200 = 0.25 set of points,
epresenting the 25–75 percentile range. The horizontal lines in the
op and middle panels indicate δth and T th , respectively. 

First we examine the typical conditions of the H I absorbers.
he typical o v erdensity of H I absorbers decreases with increasing

mpact parameter, dropping below δth at 0.75 r 200 , indicating that
bsorbers seen at these large impact parameters are not typically
art of the CGM. The typical temperature is log( T /K) ∼ 4.5 −4.7;
here is a slight increase in temperature with increasing impact
NRAS 519, 5514–5535 (2023) 
arameter, although in this case the increase is within the size of the
nterquartile spread. Lastly, the typical metallicity of H I absorbers
ecreases with impact parameter; this reflects a decreasing metal
nrichment of the CGM as a function of distance from the central 
alaxy. 

Median o v erdensity of metal absorbers decreases with ionization
otential and with increasing impact parameter, consistent with Ford
t al. ( 2013 ) (except in the case of Mg II at high impact parameter;
here are few Mg II absorbers at this distance from the central galaxy).
t high impact parameters, the halo gas is more diffuse and thus
etals are ionized preferentially by photoionization, rather than via

ollisions – this is reflected in the lower typical densities of metal

art/stad025_f9.eps
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Figure 10. Top panel: The column density-weighted median o v erdensity 
against ionization energy for the 6 ions considered in this work. Points are 
colour-coded by the r 200 -normalized impact parameter. Representative error 
bars are plotted for the r ⊥ / r 200 = 0.25 set of points, representing the 25–
75 percentile range. Middle panel: As abo v e, for column density-weighted 
gas temperature. Bottom panel: As abo v e, for column density-weighted gas 
metallicity. Horizontal dotted lines in the top and middle panels represent the 
δth and T th thresholds, respectively. 
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bsorbers at high impact parameter. For more detail on the relative 
ontribution of the two sources of ionization, see Section 4.4 . 

The median temperature of metal absorbers increases with ioniza- 
ion potential. Mg II and O VI have a weak dependence on impact pa-
ameter, with higher typical temperatures at lower impact parameters; 
he other metal ions have no dependence on impact parameter. C II ,
i III , and C IV require temperatures around 10 4.5 K, the canonical

emperature threshold for photoionization. O VI absorption arises 
rom warm gas that constitutes the volume-filling ambient gas of the 
GM (e.g. Ford et al. 2013 ; Oppenheimer et al. 2020 ). 
The median metallicity of metal absorbers increases slowly with 

onization potential and decreases with impact parameter. As with 
 I , this is a reflection of the underlying halo metallicity profile.
o we ver, the trend with impact parameter is much less strong than

or H I , because much of this absorption arises in dense gas close
o galaxies, at least for lower ionization absorbers. At all impact 
arameters, the metal absorption arises from gas that is near the solar
etallicity. This is even true for O VI at high impact parameters which

rises predominantly in WHIM gas, potentially reflecting a bias for 
uch absorption to arise in regions of relatively high enrichment even 
hen the o v erall metallicity is lower (Oppenheimer & Dav ́e 2009 ). 

 REDSHIFT  D E P E N D E N C E  

p until now, we have presented results for our sample of absorbers at 
 = 0; here, we examine the redshift dependence of our results using
ur higher redshift galaxy samples. We generate a set of synthetic 
bsorption spectra for the galaxies in our z = 0.25, 0.5, and 1 samples
ollowing an identical procedure to that for our z = 0 sample (beyond
 = 1 these absorbers are redshifted out of the UV regime and as such
if ferent observ ational probes of the CGM are required). We fit Voigt
rofiles to these LOS as before to produce a sample of absorbers for
ach redshift. 

Fig. 11 shows the redshift evolution of the CDDF for each species.
he larger panels show the CDDFs, while the smaller panels show

he CDDF fraction of the higher redshift samples with respect to the
 = 0 case. The horizontal dashed lines in the lower panels indicate
he case where there is no redshift dependence. The vertical dashed
ines indicate the z = 0 completeness limits; the completeness limits
or the higher redshift samples are lower than these, owing to an
ncrease in number of absorbers with redshift. As such, abo v e these
olumn densities the CDDFs for each redshift can be considered 
epresentative of a complete sample. As in Fig. 3 , the horizontal
rror bars show the width of the column density bins, where we have
ncreased the bin width at the high column density end to account for
ow numbers. Vertical error bars show representative cosmic variance 
ncertainties using all galaxies and all LOS. These are computed as
n Section 4.1 : the x and y sides of the simulation box are each split
nto quarters to form 16 cells across the face of the simulation; the
bsorbers are binned into the cells based on their x −y positions; the
osmic variance uncertainties are computed by jackknife resampling 
cross the 16 cells. For the CDDF fraction panels, the vertical error
ars are computed by adding the z = 1 errors in quadrature with the
 = 0 errors. 

In general, for each species the normalization of the CDDF at
ntermediate column density decreases with redshift. This does not 
epresent a reduction in the number of absorbers within the simulation
ut mostly owes to the increase in the comoving path length d X ;
xamining simple histograms of column density shows that the 
aw number and strength of absorbers increases with redshift. The 
ncrease is greatest for H I , but is present for every species. At z ≥
.5, we find that O VI absorbers exist outside of the narrow column
ensity range seen at z = 0. Ho we ver, when we account for the
osmic evolution of the path length (which increases by a factor of
.6 between z = 0 and z = 1), the CDDF decreases with redshift. At
he high and low column ends of the CDDF, the large increase in the
umber of absorbers at z = 1 compensates for the path length, and
ere we find that the difference with respect to the z = 0 CDDF is
educed. 

Finally, we turn to the redshift dependence of the physical condi-
ions of the CGM absorbers. Fig. 12 shows the redshift evolution of
he typical gas conditions for our absorber sample. As in Fig. 10 ,
e plot the column density-weighted median o v erdensity (top), 

emperature (middle), and metallicity (bottom) against the ionization 
nergy of each species. Different coloured points represent the results 
or the different redshift samples. The vertical error bars represent the
5–75 percentile range for the z = 1 sample. The horizontal dashed
ines in the top and middle panels indicate δth and T th , respectively. 

For each metal ion, the column density-weighted median o v erden-
ity of the gas increases with redshift; at low redshift the halo gas
s more diffuse due to the evacuating impact of the AGN feedback
Sorini et al. 2022 ). The median temperatures ho we ver do not change
ignificantly; we see a small rise in typical temperature of H I

bsorbers and a decrease for O VI absorbers. This occurs because
he stronger photoionizing background at z = 1 results in slightly
igher temperatures in the diffuse IGM, while less hot IGM gas
wing to AGN feedback at higher redshifts results in lower O VI

emperatures. 
Earlier in this work, we noted that the metal absorbers arise from

 narrow range of gas temperature, which we now see does not
ignificantly depend on redshift. In Section 4.2 , we showed that the
bsorber temperature is most sensitive to central galaxy stellar mass 
ather than star formation activity; the stellar mass of our galaxy
MNRAS 519, 5514–5535 (2023) 
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Figure 11. Redshift dependence of the CDDF for each species considered in this work, shown at z = 1, 0.5, 0.25, and z = 0. The smaller panels show the 
fraction with respect to the CDDF at z = 0. Vertical error bars on show representative cosmic variance uncertainties, computed using the z = 1 sample; horizontal 
error bars indicate the width of the column density bins. 

Figure 12. As in Fig. 10 , showing the redshift dependence of the typical 
absorber conditions. The column density-weighted median absorber physical 
conditions for each species are plotted against ionization energy: o v erdensity 
(top), temperature (middle) and metallicity (bottom). The different colours 
represent different redshifts. The horizontal lines in the top and middle panels 
indicate δth and T th , respectiv ely. The v ertical error bars on the z = 1 data 
points represent the 25–75 percentile range. 
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ample does not change with redshift since we have selected our
alaxies within the same stellar mass ranges at each redshift. The
ypical metallicity of the absorbers increases with decreasing redshift,
wing to a general build-up of metals o v er cosmic time due to star
ormation (Finlator & Dav ́e 2008 ). The largest increase in metallicity
s seen in the H I absorbers, where metal absorbers are seen they must
rise from metal-enriched gas by necessity regardless of redshift;
ence, the increase in metallicity o v er cosmic time of the metal
bsorbers is less substantial. Thus, the increase in typical metallicity
f the metal lines reflects a further build-up of metals in gas that has
lready been enriched by z = 1, whereas the large increase in typical
etallicity of the H I absorbers represents new metals that are added

o the CGM at large since z = 1. 
In summary, the CDDF normalization decreases with redshift for

ll absorber species we examine, owing to the large increase in
omoving path length rather than a reduction in number of absorbers
ithin the volume. The increase in metallicity o v er cosmic time

omewhat counteracts the decrease in absorber o v erdensity such that
here is still significant metal absorber populations at z = 0. We
ote that these results are sensitive to our choice of galaxy sample
election with each redshift (a constant stellar mass criteria and
edshift-dependent sSFR thresholds). This means that the quenched
alaxies in our z = 1 sample will have quenched via a different
ombination of mechanisms to our z = 0 sample; likewise galaxies
n our highest stellar mass bin at z = 1 are more rare at that epoch. A
omplementary approach would be to identify the progenitors of our
 = 0 galaxy sample and examine the history of their CGM absorbers

art/stad025_f11.eps
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Figure 13. Profiles of median fraction of equi v alent width arising from particles associated with satellite galaxies. Lines are colour coded by the particle 
distance used to decide association with satellites, defined as factors of the satellite half mass radius ( f 1/2, � ). Shading around the log f 1/2, � = 1 lines show the 
25–75 percentile range. 
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 v er the course of their individual evolutions; the progenitors would
ikely have higher absorber counts in their CGM owing to their lower

asses at earlier epochs. 

 C O N T R I BU T I O N  F RO M  SATELLITES  

 galaxy’s halo contains not only the CGM but also satellite galaxies.
n interesting question is whether CGM’s absorption at a given 

mpact parameter is associated with a satellite galaxy rather than 
he halo gas of the central (e.g. Agertz, Teyssier & Moore 2009 ;
authier, Chen & Tinker 2010 ; Huang et al. 2015 ). This is sensitively
ependent on how one defines such an association. In this section, we
uantify the satellite contribution to CGM absorption, under various 
ssumptions about how far out the gas from a satellite is considered
o be associated. 

We quantify the contribution to CGM absorption from satellite 
alaxies by regenerating the synthetic absorption spectra for our 
alaxy sample using only gas elements that are associated with 
atellites. We define associated satellite gas using the galaxy half 
tellar mass radius ( R half � ). That is, for each satellite, we identify
ll gas particles within various factors of R half � , namely log R half � 

 0, 0.5, 1, 1.5, 2. For each factor of R half � , we output a new
napshot containing only particles associated with satellites within 
hat distance, and generate new snapshot using the same LOS as in the

ain sample. A more theoretically based approach to this problem 

ould involve running a subhalo finder (e.g. Rockstar, Behroozi, 
echsler & Wu 2013 ), and identifying all gas elements that are

ravitationally bound to those subhaloes; we leave this approach for 
uture work, and focus here on our more observationally accessible 
roxy. The contribution of satellite galaxies to the original spectra 
s computed as the median fraction of equi v alent width which arises
rom these new snapshots, with respect to the original spectral 
ample. We restrict this test to LOS that had at least one absorption
egion detected by our profile fitting procedure. 

Fig. 13 shows profiles of median fraction of equi v alent width
rising from gas particles that are associated with satellite galaxies. 
i
ines are colour-coded by the particle distance used to define 
ssociation with satellites. The shaded region in each panel represents 
he 25–75 percentile range. The solid purple line in each panel
epresents the results for the satellite gas definition which we adopt
oing forward. 
The satellite absorption fraction increases with increasing dis- 

ance used to define satellite association, reco v ering essentially 
00 per cent of the original equi v alent width where particles are
ncluded up to 10 2.5 × and 10 2 × the satellite R half � for H I and the

etals, respectively. There is little increase in satellite contribution 
etween snapshots using 1 and 3 times the satellite R half � , and
here is only a modest increase in satellite absorption fraction when
ncreasing the radius from 1 → 10 R half � , whereas abo v e this the
ncrease is substantial, suggesting that 10 R half � is a reasonable and
obust distance limit for gas particles to be associated with satellites.
n Fig. 13 , the results for this definition are shown as the solid line.
n this case, the satellite contribution to the o v erall H I absorption
s around 3 per cent, largely independent of radius. Thus most of
he H I absorption is associated with ambient CGM gas, rather than
atellites. 

In contrast, for metals the contribution is al w ays higher than
his. While satellite gas al w ays provides a minority contribution to
he o v erall absorption, it is evident that the low ionization lines
ave a larger contribution from satellites than higher ionization 
bsorbers, and furthermore show a more strongly increasing trend 
ith radius. For instance, the satellite absorption fraction at 0.25 r 200 

ncreases from ∼ 8 per cent for O VI to ∼ 16 per cent for Mg II ,
nd the latter reaches ∼ 40 per cent in the outer CGM. This effect
ccurs since Mg II and C II typically arise from cool, dense gas
see Section 4.3 ) that is unlikely to be in the warmer ambient
edium of the galaxy halo, unless that gas exists near a satellite

alaxy. In contrast, high ionization absorption like O VI is spread
ore uniformly throughout the halo, leading to little radial trend 

nd mostly coincident association with satellites. In short, CGM 

bsorption predominantly comes from ambient gas, but particularly 
or low ionization absorption in the outer CGM, a substantial fraction
s expected to arise from gas close to a satellite galaxy. 
MNRAS 519, 5514–5535 (2023) 
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 C O N C L U S I O N S  

e hav e e xamined a population of low-redshift CGM absorbers and
heir physical conditions in the SIMBA cosmological simulations.
he underlying galaxy sample population was chosen to evenly
ample a range of stellar masses and star formation activities at
 = 0, 0.25, 0.5, and z = 1. For each galaxy in our sample, we
ave generated realistic LOS synthetic absorption spectra for H I

nd a selection of metal ions at a range of impact parameters, and
tted Voigt line profiles to extract absorber column densities and
hysical conditions. We have used this sample to examine CGM
bsorber counting statistics in the form of the CDDF, the distribution
f physical gas conditions that produces CGM absorption, and the
edshift dependence of our results. In addition, we have estimated
he contributions of collisional ionization and of satellite galaxies to
he resulting absorption strengths. Our main results are as follows: 

(i) The CGM CDDFs follow a power law at the high column
ensity end, with a turno v er at the low column density end which
efines the completeness limit of our sample. H I is the most abundant
bsorber species in our sample, with a large population with high
olumn densities; Mg II is the least abundant absorber. The sample
robes only a narrow range of O VI column densities due to our
pectrum generation approach. 

(ii) The normalization of the CGM CDDFs (i.e. the number of
bsorbers at fixed redshift) increase with the sSFR of the central
alaxies. The CDDFs from green valley galaxies resembles the
uenched galaxy CDDF more closely than the star forming CDDF,
uggesting that the CGM shows signs of quenching before the central
alaxy itself is completely quenched. The CDDFs from high-mass
alaxies also have a lower normalization owing to the hot gas content
f these galaxy haloes. 
(iii) H I absorbers trace gas across a wide range of o v erdensities

nd temperatures owing to the high oscillator strength of H I ; metal
bsorbers trace a narrower range of physical conditions. Median gas
 v erdensity decreases and temperature increases with increasing ion
xcitation energy. In general, median gas overdensity increases with
ncreasing galaxy sSFR, while median gas temperature increases with
ncreasing stellar mass. The typical metallicity of CGM absorbing
as is around solar for all metal ions with only a weak radial trend,
lthough H I can trace significantly lower metallicity gas at larger r ⊥ 

.
(iv) Absorbers from the inner CGM are more abundant than those

rom the outer CGM, in general have higher column densities and
race denser gas. 

(v) H I absorption can arise from gas that is in any of the four
egions of phase space (condensed, diffuse, hot gas, or WHIM).
ondensed gas accounts for the majority ( ∼ 100 per cent ) of all
 I and low metal ion absorption, and 87 per cent of C IV absorption.
 IV , an intermediate ion, is the first of our selected metal ions to have
 notable contribution from the other phase space regions (37 per cent
f absorbers). In contrast with the other ions, O VI absorbers predom-
nantly arise from either hot gas or the WHIM (together 87 per cent
f total absorption). 
(vi) The fraction of absorption from collisionally ionized gas is
25 –55 per cent for C IV and ∼ 80 –95 per cent for O VI . The colli-

ional contribution increases with galaxy stellar mass and decreases
ith impact parameter. 
(vii) In general, more o v erdense gas leads to higher column

ensity absorption, up to log( N /cm 

−2 ) > 15, abo v e which the
bsorption features are saturated. 

(viii) Absorbers around star-forming galaxies trace higher o v er-
ensities and column densities, and have a more pronounced radial
rend in o v erdensity than quenched galaxies, with higher o v erden-
NRAS 519, 5514–5535 (2023) 
ities and column densities in general occurring in the inner CGM.
o we ver, the dif ferences between star forming, green v alley, and
uenched galaxies are small, and in general, we find that absorbers
round galaxies of different star formation activities do not probe
undamentally different phases of gas. 

(ix) When the excitation energy of the absorber species increases,
he column density weighted median o v erdensity decreases, tem-
erature increases, and metallicity increases to a lesser extent.
olumn density weighted o v erdensities and metallicities decrease
ith increasing impact parameter; ho we ver, there is little trend with

mpact parameter and gas temperature. 
(x) Although absorber counts increase with increasing redshift,

his is counteracted by the increase in the comoving path length,
esulting in a CDDF that decreases o v erall with increasing redshift. 

(xi) Satellite galaxies in the haloes of central galaxies contribute
3 per cent of the o v erall H I absorption and ∼ 10 per cent of metal

bsorption, except for Mg II absorption, of which ∼ 30 per cent
omes from satellites. The fraction of Mg II absorption from satellites
ncreases with increasing impact parameter. Overall, the fraction
f metal absorption from satellites decreases with increasing ion
xcitation energy. These results are based on a definition of satellite-
ssociated gas being within 10 stellar half-light radii of the satellite,
ut are relati vely insensiti ve to values below this. This suggests that
he dominant component of CGM absorption arises from ambient
alo gas. 

These results quantify how UV absorbers trace the typical physical
onditions in the CGM around galaxies of different types. It provides
 guide towards interpreting low-redshift CGM absorption line
bservations, within the context of the SIMBA model. In future work,
e plan to compare this to the results from other simulations, to
nderstand how the different feedback processes implemented across
resent-day galaxy formation simulations impact CGM absorption
racers. 

Our results show that the cool CGM gas is well-traced by low-
onization metal absorbers, although all such species do not arise in
he same gas. This suggests that the common approach to obtaining
hysical conditions of CGM gas of fitting single-phase CLOUDY

odels to low-ionization absorbers may not be fully accurate. Also,
he absorbing gas can be a highly biased tracer of the o v erall physical
roperties of CGM gas, so extracting information such as the total
GM mass (even within the cool phase) can be difficult. The UV
bsorbers also clearly do not trace the dominant hotter gas component
round quenched and green valley galaxies. In the future, we plan to
nvestigate more comprehensive methods for extracting the physical
onditions of the CGM. 

Understanding the CGM and the role it plays in baryon cycle
s a frontier issue in current galaxy formation models. The work
resented here is a step towards characterizing the CGM via one
articular technique, namely UV absorption. Combining this with
ther approaches such as resolved H I studies, X-ray absorption, and
etal emission-line mapping in the UV and X-rays will be critical

or fully disentangling the complex multiphase gas within the CGM
f galaxies both today and back in time. 

ATA  A N D  SOFTWARE  AVAI LABI LI TY  

he simulation data and galaxy catalogs underlying this article are
ublicly available. 5 The software used in this work is available

https://simba.roe.ac.uk
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PPENDI X:  VO IG T  FITTING  A  C C U R A  C Y  

ere, we provide a comparison of the results from our Voigt profile
tting routine to those retrieved directly from the synthetic spectra,
oth in terms of column density and equi v alent width. 
Fig. A1 shows the log difference between the column densities

erived from spectrum fitting N fit and column densities summed
long the LOS N sum 

, against N sum 

. The column densities presented
ere are totals within each detected absorption region. Points are
oloured by the χ2 

r of each region; this data set includes poor fits
nd column densities below the completeness limit. The horizontal
ashed line at indicates where the fits match the summed column
ensities perfectly; the two measures of column density agree well
n general. Ho we ver, at the lo w (high) log N end the fitting process
as a tendency to underestimate (overestimate) the column density.
n particular, the Voigt profile fitter gives an unreliable measure of
tting N fit and column densities summed along the LOS N sum 

, against N sum 

. 
loured by the χ2 

r of each region. 
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Figure A2. The total fitted equi v alent width along the LOS against the total equi v alent width summed within the ±600 km s −1 window along the LOS. Points 
are coloured by the maximum χ2 

r of the fitted regions along the LOS. 
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Fig. A2 shows the total fitted equi v alent width along the LOS
EW fit ) against the equi v alent width summed within the whole
600 km s −1 window (EW sum 

). In contrast to Fig. A1 , here EW fit and
W sum 

are totals from the whole velocity window, rather than results
or individual absorption regions. Here we include all LOS, including 
hose with no detected absorbers (plotted at log(EW/ Åfit ) = −2). 
oints are coloured by the maximum χ2 of the fitted regions along 
r 
he LOS. In general, EW fit and EW sum 

follow a 1:1 relation (indicated
y the dashed black line). As with the column densities, Voigt fitting
an o v erestimate the equi v alent width of H I at the high EW end.
ore commonly, the total equi v alent width is underestimated due to

ne or more absorption regions not being detected and passed to the
tting routine. 
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